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Hubble Space Telescope Ultra Deep Field - ACS

This picture is beautiful but misleading, since it 
only shows about 0.5% of the cosmic density. 

The other 99.5% of the universe is invisible.
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Many stars in the very early universe may have been much more 
massive than our sun, in binary star systems with other massive 
stars.  When these stars ended their lives as supernovas, they 
became massive black holes or neutron stars.  The Laser 
Interferometer Gravitational-wave Observatory (LIGO) has now 
detected > 50 mergers of massive black holes.  This confirmed 
key predictions of Einstein’s general relativity for the first time.

In August 2017 LIGO and VIRGO announced the discovery of 
gravity waves from merging neutron stars.  Data from telescopes 
shows that such events probably generate most of the heavy 
elements like europium, gold, thorium, and uranium.





    Imagine that the entire 
universe is an ocean of dark

  energy.  On that ocean sail billions 
of ghostly ships made of dark matter...

Matter and
Energy 
Content 
of the 
Universe

ΛCDM 

Double 
Dark 
Theory

Dark 
Matter 
Ships   

on a   

Dark 
Energy 
Ocean



Matter and
Energy 
Content 
of the 
Universe

CDM Structure Formation: Linear Theory

Primack & Blumenthal 1983, 
Primack Varenna Lectures 1984

outside horizon
inside horizon

Blumenthal, Faber, Primack, & Rees 1984

CDM fluctuations that enter the horizon during the 
radiation dominated era, with masses less than about 
1015 M⦿ , grow only ∝ log a, because they are not in 
the gravitationally dominant component.  But matter 
fluctuations that enter the horizon in the matter-
dominated era grow ∝ a.  This explains the 
characteristic shape of the CDM fluctuation 
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck
TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.

the best-fit temperature data alone, assuming the base-⇤CDM
model, adding the beam-leakage model and fixing the Galactic
dust amplitudes to the central values of the priors obtained from
using the 353-GHz maps. This is clearly a model-dependent pro-
cedure, but given that we fit over a restricted range of multipoles,
where the TT spectra are measured to cosmic variance, the re-
sulting polarization calibrations are insensitive to small changes
in the underlying cosmological model.

In principle, the polarization e�ciencies found by fitting the
T E spectra should be consistent with those obtained from EE.
However, the polarization e�ciency at 143 ⇥ 143, cEE

143, derived
from the EE spectrum is about 2� lower than that derived from
T E (where the � is the uncertainty of the T E estimate, of the
order of 0.02). This di↵erence may be a statistical fluctuation or
it could be a sign of residual systematics that project onto cali-
bration parameters di↵erently in EE and T E. We have investi-
gated ways of correcting for e↵ective polarization e�ciencies:
adopting the estimates from EE (which are about a factor of
2 more precise than T E) for both the T E and EE spectra (we
call this the “map-based” approach); or applying independent

estimates from T E and EE (the “spectrum-based” approach). In
the baseline Plik likelihood we use the map-based approach,
with the polarization e�ciencies fixed to the e�ciencies ob-
tained from the fits on EE:

⇣
cEE

100

⌘
EE fit

= 1.021;
⇣
cEE

143

⌘
EE fit

=

0.966; and
⇣
cEE

217

⌘
EE fit

= 1.040. The CamSpec likelihood, de-
scribed in the next section, uses spectrum-based e↵ective polar-
ization e�ciency corrections, leaving an overall temperature-to-
polarization calibration free to vary within a specified prior.

The use of spectrum-based polarization e�ciency estimates
(which essentially di↵ers by applying to EE the e�ciencies
given above, and to T E the e�ciencies obtained fitting the T E
spectra,

⇣
cEE

100

⌘
TE fit

= 1.04,
⇣
cEE

143

⌘
TE fit

= 1.0, and
⇣
cEE

217

⌘
TE fit

=

1.02), also has a small, but non-negligible impact on cosmo-
logical parameters. For example, for the ⇤CDM model, fitting
the Plik TT,TE,EE+lowE likelihood, using spectrum-based po-
larization e�ciencies, we find small shifts in the base-⇤CDM
parameters compared with ignoring spectrum-based polariza-
tion e�ciency corrections entirely; the largest of these shifts
are +0.5� in !b, +0.1� in !c, and +0.3� in ns (to be com-
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Fig. 7. Maximum posterior CMB intensity map at 50 resolution derived from the joint baseline analysis of Planck, WMAP, and
408 MHz observations. A small strip of the Galactic plane, 1.6 % of the sky, is filled in by a constrained realization that has the same
statistical properties as the rest of the sky.

Fig. 8. Maximum posterior amplitude Stokes Q (left) and U (right) maps derived from Planck observations between 30 and 353 GHz.
These mapS have been highpass-filtered with a cosine-apodized filter between ` = 20 and 40, and the a 17 % region of the Galactic
plane has been replaced with a constrained Gaussian realization (Planck Collaboration IX 2015). From Planck Collaboration X
(2015).

viewed as work in progress. Nonetheless, we find a high level of
consistency in results between the TT and the full TT+TE+EE
likelihoods. Furthermore, the cosmological parameters (which
do not depend strongly on ⌧) derived from the T E spectra have
comparable errors to the TT -derived parameters, and they are
consistent to within typically 0.5� or better.

8.2.2. Number of modes

One way of assessing the constraining power contained in a par-
ticular measurement of CMB anisotropies is to determine the
e↵ective number of a`m modes that have been measured. This
is equivalent to estimating 2 times the square of the total S/N
in the power spectra, a measure that contains all the available

16
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Fig. 2. Planck 2018 T E (top) and EE (bottom) power spectra. At multipoles ` � 30 we show the coadded frequency spectra
computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectra estimates from the SimAll likelihood
(though only the EE spectrum is used in the baseline parameter analysis at `  29). The best-fit base-⇤CDM theoretical spectrum fit
to the Planck TT,TE,EE+lowE+lensing likelihood is plotted in light blue in the upper panels. Residuals with respect to this model
are shown in the lower panels. The error bars show Gaussian ±1� diagonal uncertainties including cosmic variance. Note that the
vertical scale changes at ` = 30, where the horizontal axis switches from logarithmic to linear.
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Fig. 2. Planck 2018 T E (top) and EE (bottom) power spectra. At multipoles ` � 30 we show the coadded frequency spectra
computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectra estimates from the SimAll likelihood
(though only the EE spectrum is used in the baseline parameter analysis at `  29). The best-fit base-⇤CDM theoretical spectrum fit
to the Planck TT,TE,EE+lowE+lensing likelihood is plotted in light blue in the upper panels. Residuals with respect to this model
are shown in the lower panels. The error bars show Gaussian ±1� diagonal uncertainties including cosmic variance. Note that the
vertical scale changes at ` = 30, where the horizontal axis switches from logarithmic to linear.
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Fig. 19. The temperature angular power spectrum of the primary CMB from Planck, showing a precise measurement of seven acoustic peaks, that
are well fit by a simple six-parameter⇤CDM theoretical model (the model plotted is the one labelled [Planck+WP+highL] in Planck Collaboration
XVI (2013)). The shaded area around the best-fit curve represents cosmic variance, including the sky cut used. The error bars on individual points
also include cosmic variance. The horizontal axis is logarithmic up to ` = 50, and linear beyond. The vertical scale is `(`+ 1)Cl/2⇡. The measured
spectrum shown here is exactly the same as the one shown in Fig. 1 of Planck Collaboration XVI (2013), but it has been rebinned to show better
the low-` region.
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Fig. 20. The temperature angular power spectrum of the CMB, esti-
mated from the SMICA Planck map. The model plotted is the one la-
belled [Planck+WP+highL] in Planck Collaboration XVI (2013). The
shaded area around the best-fit curve represents cosmic variance, in-
cluding the sky cut used. The error bars on individual points do not in-
clude cosmic variance. The horizontal axis is logarithmic up to ` = 50,
and linear beyond. The vertical scale is `(` + 1)Cl/2⇡. The binning
scheme is the same as in Fig. 19.

8.1.1. Main catalogue

The Planck Catalogue of Compact Sources (PCCS, Planck
Collaboration XXVIII (2013)) is a list of compact sources de-

tected by Planck over the entire sky, and which therefore con-
tains both Galactic and extragalactic objects. No polarization in-
formation is provided for the sources at this time. The PCCS
di↵ers from the ERCSC in its extraction philosophy: more e↵ort
has been made on the completeness of the catalogue, without re-
ducing notably the reliability of the detected sources, whereas
the ERCSC was built in the spirit of releasing a reliable catalog
suitable for quick follow-up (in particular with the short-lived
Herschel telescope). The greater amount of data, di↵erent selec-
tion process and the improvements in the calibration and map-
making processing (references) help the PCCS to improve the
performance (in depth and numbers) with respect to the previ-
ous ERCSC.

The sources were extracted from the 2013 Planck frequency
maps (Sect. 6), which include data acquired over more than two
sky coverages. This implies that the flux densities of most of
the sources are an average of three or more di↵erent observa-
tions over a period of 15.5 months. The Mexican Hat Wavelet
algorithm (López-Caniego et al. 2006) has been selected as the
baseline method for the production of the PCCS. However, one
additional methods, MTXF (González-Nuevo et al. 2006) was
implemented in order to support the validation and characteriza-
tion of the PCCS.

The source selection for the PCCS is made on the basis of
Signal-to-Noise Ratio (SNR). However, the properties of the
background in the Planck maps vary substantially depending on
frequency and part of the sky. Up to 217 GHz, the CMB is the

27
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Fig. 10. Planck TT power spectrum. The points in the upper panel show the maximum-likelihood estimates of the primary CMB
spectrum computed as described in the text for the best-fit foreground and nuisance parameters of the Planck+WP+highL fit listed
in Table 5. The red line shows the best-fit base ⇤CDM spectrum. The lower panel shows the residuals with respect to the theoretical
model. The error bars are computed from the full covariance matrix, appropriately weighted across each band (see Eqs. 36a and
36b), and include beam uncertainties and uncertainties in the foreground model parameters.

Fig. 11. Planck T E (left) and EE spectra (right) computed as described in the text. The red lines show the polarization spectra from
the base ⇤CDM Planck+WP+highL model, which is fitted to the TT data only.
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Fig. 7. Maximum posterior CMB intensity map at 50 resolution derived from the joint baseline analysis of Planck, WMAP, and
408 MHz observations. A small strip of the Galactic plane, 1.6 % of the sky, is filled in by a constrained realization that has the same
statistical properties as the rest of the sky.

Fig. 8. Maximum posterior amplitude Stokes Q (left) and U (right) maps derived from Planck observations between 30 and 353 GHz.
These mapS have been highpass-filtered with a cosine-apodized filter between ` = 20 and 40, and the a 17 % region of the Galactic
plane has been replaced with a constrained Gaussian realization (Planck Collaboration IX 2015). From Planck Collaboration X
(2015).

viewed as work in progress. Nonetheless, we find a high level of
consistency in results between the TT and the full TT+TE+EE
likelihoods. Furthermore, the cosmological parameters (which
do not depend strongly on ⌧) derived from the T E spectra have
comparable errors to the TT -derived parameters, and they are
consistent to within typically 0.5� or better.

8.2.2. Number of modes

One way of assessing the constraining power contained in a par-
ticular measurement of CMB anisotropies is to determine the
e↵ective number of a`m modes that have been measured. This
is equivalent to estimating 2 times the square of the total S/N
in the power spectra, a measure that contains all the available
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Fig. 9. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94 % of the sky. The best-fit base⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties. From Planck Collaboration XIII (2015).

Fig. 10. Frequency-averaged T E (left) and EE (right) spectra (without fitting for T–P leakage). The theoretical T E and EE spectra
plotted in the upper panel of each plot are computed from the best-fit model of Fig. 9. Residuals with respect to this theoretical model
are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the lower panels show the best-fit
temperature-to-polarization leakage model, fitted separately to the T E and EE spectra. From Planck Collaboration XIII (2015).

cosmological information if we assume that the anisotropies are
purely Gaussian (and hence ignore all non-Gaussian informa-
tion coming from lensing, the CIB, cross-correlations with other
probes, etc.). Carrying out this procedure for the Planck 2013
TT power spectrum data provided in Planck Collaboration XV
(2014) and Planck Collaboration XVI (2014), yields the number
826 000 (which includes the e↵ects of instrumental noise, cos-
mic variance and masking). The 2015 TT data have increased
this value to 1 114 000, with T E and EE adding a further 60 000

and 96 000 modes, respectively.4 From this perspective the 2015
Planck data constrain approximately 55 % more modes than in
the 2013 release. Of course this is not the whole story, since
some pieces of information are more valuable than others, and
in fact Planck is able to place considerably tighter constraints on
particular parameters (e.g., reionization optical depth or certain

4Here we have used the basic (and conservative) likelihood; more
modes are e↵ectively probed by Planck if one includes larger sky frac-
tions.
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Fig. 9. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94 % of the sky. The best-fit base⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties. From Planck Collaboration XIII (2015).

Fig. 10. Frequency-averaged T E (left) and EE (right) spectra (without fitting for T–P leakage). The theoretical T E and EE spectra
plotted in the upper panel of each plot are computed from the best-fit model of Fig. 9. Residuals with respect to this theoretical model
are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the lower panels show the best-fit
temperature-to-polarization leakage model, fitted separately to the T E and EE spectra. From Planck Collaboration XIII (2015).
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tion coming from lensing, the CIB, cross-correlations with other
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TT power spectrum data provided in Planck Collaboration XV
(2014) and Planck Collaboration XVI (2014), yields the number
826 000 (which includes the e↵ects of instrumental noise, cos-
mic variance and masking). The 2015 TT data have increased
this value to 1 114 000, with T E and EE adding a further 60 000

and 96 000 modes, respectively.4 From this perspective the 2015
Planck data constrain approximately 55 % more modes than in
the 2013 release. Of course this is not the whole story, since
some pieces of information are more valuable than others, and
in fact Planck is able to place considerably tighter constraints on
particular parameters (e.g., reionization optical depth or certain
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modes are e↵ectively probed by Planck if one includes larger sky frac-
tions.

17

Polarization-Polarization

Double Dark Theory

Released
February 9, 

2015

Agrees with Double Dark Theory!

Cosmic Background Radiation



2

Figure 1. Compilation of Hubble Constant predictions and measurements taken from the re-
cent literature and presented or discussed at the meeting. Two independent predictions based on
early-Universe data (Planck Collaboration et al. 2018; Abbott et al. 2018) are shown at the top
left (more utilizing other CMB experiments have been presented with similar findings), while the
middle panel shows late Universe measurements. The bottom panel shows combinations of the
late-Universe measurements and lists the tension with the early-Universe predictions. We stress
that the three variants of the local distance ladder method (SHOES=Cepheids; CCHP=TRGB;
MIRAS) share some Ia calibrators and cannot be considered as statistically independent. Like-
wise the SBF method is calibrated based on Cepheids or TRGB and thus it cannot be considered
as fully independent of the local distance ladder method. Thus the “combining all” value should
be taken for illustration only, since its derivation neglects covariance between the data. The
three combinations based on Cepheids, TRGB, Miras are based on statistically independent
datasets and therefore the significance of their discrepancy with the early universe prediction is
correct - even though of course separating the probes gives up some precision. A fair summary is
that the di↵erence is more than 4 �, less than 6 �, while robust to exclusion of any one method,
team or source. Figure courtesy of Vivien Bonvin.

A possibly serious difficulty for ΛCDM is the Hubble parameter tension:

“Early Dark Energy,” a brief period of ~5% extra dark energy at z ~ 4000, could resolve this

Cosmic Background 
Radiation plus ΛCDM
gives H0 = 67.4±0.4  

Several kinds of
nearby observations
give H0 = 73.3±0.8 

Ia Supernovae
& Cepheids

Lensed Quasar 
Time Delays

Verde Treu Riess 2019

The Hubble parameter H0 is the expansion rate of the universe today. 
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Figure 1. Compilation of Hubble Constant predictions and measurements taken from the re-
cent literature and presented or discussed at the meeting. Two independent predictions based on
early-Universe data (Planck Collaboration et al. 2018; Abbott et al. 2018) are shown at the top
left (more utilizing other CMB experiments have been presented with similar findings), while the
middle panel shows late Universe measurements. The bottom panel shows combinations of the
late-Universe measurements and lists the tension with the early-Universe predictions. We stress
that the three variants of the local distance ladder method (SHOES=Cepheids; CCHP=TRGB;
MIRAS) share some Ia calibrators and cannot be considered as statistically independent. Like-
wise the SBF method is calibrated based on Cepheids or TRGB and thus it cannot be considered
as fully independent of the local distance ladder method. Thus the “combining all” value should
be taken for illustration only, since its derivation neglects covariance between the data. The
three combinations based on Cepheids, TRGB, Miras are based on statistically independent
datasets and therefore the significance of their discrepancy with the early universe prediction is
correct - even though of course separating the probes gives up some precision. A fair summary is
that the di↵erence is more than 4 �, less than 6 �, while robust to exclusion of any one method,
team or source. Figure courtesy of Vivien Bonvin.
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line in Figure 7 corresponds to the best-fit power spectrum model
given by using Eq. 2 for the EDE (⇤CDM) simulation data. The
shift and damping of the BAO features in both cosmologies is sim-
ilar as can be seen from the plot. The mean values, and 1� uncer-
tainties, of the ↵ and ⌃nl parameters obtained from the best-fit to
each of the EDE and ⇤CDM GLAM power spectra are provided in
Table 3 up to z = 4. The nonlinear damping estimated from per-
turbation theory4 for each cosmology is also listed, and shows a
remarkable agreement better than 2% over all redshifts with that
measured from our model fits to the simulation data.

Our shift results for the acoustic scale towards larger k, rel-
ative to the linear power spectrum, and damping values obtained
from our analysis are in good agreement with previous works for
⇤CDM (e.g. Crocce & Scoccimarro 2008; Seo et al. 2010; Prada
et al. 2016). Figure 8 demonstrates that the non-linear evolution
of the BAO shift (bottom panel) and damping (top panel) for the
isotropic dark matter power spectrum in both EDE and⇤CDM cos-
mologies display small differences, with the BAO features being
less affected by the non-linear growth of structure formation. More-
over, Bernal et al. (2020) shows that the⇤CDM-assumed templates
used for anisotropic-BAO analyses can be used in EDE models as
well.

A summary of our BAO results can also be shown in configu-
ration space. In Figure 9 we see that the BAO peak in the EDE lin-
ear correlation function (right panel) is slightly shifted by ⇠ 2% to
larger radii as compared with the ⇤CDM model, as expected from
their different values of the sound horizon scale at the drag epoch.
The impact of non-linear evolution broadens the BAO peaks but it
does not reduce the shift differences between EDE and ⇤CDM.

5 HALO ABUNDANCES

To study halo mass functions we use simulations with 500h�1Mpc
and 1000h�1Mpc boxes and mesh size Ng = 7000. Simulations
with larger 2h�1Gpc boxes have lower mass and force resolutions
– not sufficient for analysis of galaxy-mass halo abundances.

Halos in simulations were identified with the Spherical Over-
density halofinder BDM (Klypin et al. 2011; Knebe et al. 2011) that
uses the virial overdensity definition of Bryan & Norman (1998).
The resolution was not sufficient for identifying subhalos, so only
distinct halos are studied.

Figure 10 shows the halo mass function at different redshifts.
The EDE model predicts more halos at any redshift, but the dif-
ference is very small at z = 0: a 10% effect for very massive
clusters M ⇡ 1015h�1M� and just 1% for Milky Way-mass ha-
los with M = 1012h�1M� . These differences hardly make any
impact on predicted statistics of galaxies and clusters with obser-
vational uncertainties and theoretical inaccuracies being larger than
differences in halo abundances.

The situation is different at larger redshifts: the number of ha-
los in EDE is substantially larger than in ⇤CDM. For example,
the EDE model predicts about 50% more massive clusters of mass
M = (3 � 5) ⇥ 1014h�1M� at z = 1. The differences increase
even more at larger redshifts. For example, the EDE model predicts
almost twice more galaxy-size halos with M > 3 ⇥ 1012h�1M�

4 The broadening and attenuation of the BAO feature is exponential,
as adopted in our model given in Eq. 2, with a scale ⌃th

nl
computed

following Crocce & Scoccimarro (2006); Matsubara (2008), i.e. ⌃th
nl =h

1
3⇡2

Ø
Plin(k)dk

i1/2
.

Figure 9. Right panel: Linear correlation function of dark matter at z = 0
on large scales. We plot the correlation function ⇠(R) scaled with R

2 to
remove the main trend of the correlation function. The correlation function
in the EDE model is slightly shifted by ⇠ 2% to larger radii as compered
with the ⇤CDM model. Left panel: Nonlinear correlation function at z = 0.
As compared to the linear ⇠(R), the BAO peak in the nonlinear regime
slightly shifts to smaller values and becomes wider with smaller amplitude
– effects that are well known and well understood. Nonlinear effects do not
reduce differences between EDE and ⇤CDM models.

Figure 10. Halo mass function at redshifts z = 0� 4. Full curves in the bot-
tom panel are for the EDE simulations and dashed curves are for the⇤CDM
simulations. The smaller box and better resolution simulations EDE0.5 and
⇤CDM0.5 are used for masses below M <⇠ 1014

h
�1Mpc. They are shown

as red curves in the top panel. Larger box and lower resolution simula-
tions EDE2A and ⇤CDM2A (black curves in the top panel) are used for
massive halos with M >⇠ 2 ⇥ 1013

h
�1Mpc. At z = 0 halo abundances are

very similar for the models: EDE predicts ⇠ 10% more of the most mas-
sive clusters M ⇡ 1015

h
�1

M� and 1%-2% more of galaxy-size halos with
M ⇡ 1012�13

h
�1

M� . The differences in abundances increase substantially
with the redshift.

MNRAS 000, 000–000 (0000)

Klypin, Poulin, Prada, Primack, et al. 2020

Research Projects: 

EDE: 50% more cluster at z ~ 1, 2x more massive galaxies at z ~ 4

Run and analyze high-resolution EDE N-body simulations

Fill high-res simulations with galaxies and clusters

Compare with observations
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1,500,000 Light Years

100,000 Light Years

Milky Way Dark Matter Halo

Milky Way

Aquarius Simulation
Volker Springel





1 Billion Light Years

Bolshoi Cosmological 
Simulation

Anatoly Klypin & Joel Primack
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Keck
Observatory

Hubble 
Space 

Telescope

Almost all the stars today are in large galaxies like our Milky 
Way.  Nearby large galaxies are disk galaxies like our galaxy 
or big balls of stars called elliptical galaxies.  But most 
galaxies in the early universe didn't look anything like our 
Milky Way.  Many of them are pickle-shaped and clumpy.

We are just now figuring out how galaxies form and evolve 
with the help of big ground-based telescopes, and Hubble 
and other space telescopes that let us see radiation that 
doesn’t penetrate the atmosphere.  



Cosmological zoom-in simulations model how individual galaxies evolve through 
the interaction of atomic matter, dark matter, and dark energy

Our VELA galaxy simulations agree with HST CANDELS observations that most 
galaxies start prolate, becoming spheroids or disks after compaction events

A deep learning code was trained with VELA galaxy images plus metadata 
describing whether they are pre-compaction, compaction, or post-compaction

The trained deep learning code was able to identify the compaction and post-
compaction phases in CANDELized images

The trained deep learning code was also able to identify these phases in real HST 
CANDELS observations, finding that compaction occurred for stellar mass 109.5 -10.3 
Msun, as in the simulations

James Webb Space Telescope will allow us to do even better

Deep Learning Identifies High-z Galaxies in a Central 
Blue Nugget Phase in a Characteristic Mass Range 

“Face Recognition for Galaxies”

Marc Huertas-Company, Joel Primack, Avishai Dekel, David Koo, Sharon Lapiner, 
Daniel Ceverino, Raymond Simons, Greg Snyder, et al.       ApJ 2018



 Pre-BN         BN        Post-BN

VELA High-Res 
Sunrise Images

VELA HST-Res 
Sunrise Images

CANDELS HST 
Images

“Face Recognition for Galaxies”
Huertas-Company,

Primack, et al. ApJ 2018



Deep learning does much 
better with JWST images

Convolutional Neural Net
(Deep Learning)
Galaxy Evolution

Phase Determination:
HST vs. JWST

HST = Hubble Space Telescope
     JWST = James Web Space Telescope



Convolutional Neural Net (Deep Learning)
High-Redshift Galaxy Giant Clumps: HST vs. JWST

JWST

HST
Figure 2: E↵ect of varying feedback
on the frequency and properties of
clumps. The figure shows the same
VELA galaxy at z ⇠ 2 simulated with
two di↵erent feedback strengths (weak:
left column, strong: right column).
Rows show HST (top) and JWST imag-
ing. More low-mass clumps are ob-
served in a weak feedback regime. The
NIRCam resolution better captures the
di↵erence, especially in central regions.

simulations suggest that clumps can live long enough to migrate towards the centers of their
host galaxies, eventually merging into the progenitors of today’s bulges (e.g., Mandelker
et al., 2017). This scenario is supported by observed radial color gradients of clumps (e.g.,
Förster Schreiber et al., 2011; Guo et al., 2018). On the other hand, some other models
and simulations suggest that clumps are self-disrupted by their powerful starburst-induced
outflows on a timescale of a few tens of Myr (e.g., Genel et al., 2012; Oklopčić et al., 2017).

The two scenarios distinguish between di↵erent feedback models and strengths, as clump
properties are very sensitive to feedback (e.g., Mandelker et al., 2017). Strong feedback tends
to disrupt clumps rather quickly, preventing them from acquiring large stellar masses and
migrating towards the galaxy centers. Weaker feedback on the contrary enables the for-
mation of old and massive clumps (Figures 2, 5). Therefore, analyzing the stellar masses
and ages of giant clumps has a constraining power on feedback models. Interestingly, recent
work based on HST-CANDELS data has revealed a potential tension between reproducing
the properties of observed clumps and simulations and matching the stellar to dark matter
mass relation. CANDELS galaxies have a significant population of massive and old clumps
(Ginzburg et al., 2020) which seems to lack in simulations with strong feedback. However,
stronger feedback simulations produce a better match to the stellar-mass/halo-mass relation.
If there is indeed tension between stellar/SN feedback high enough to agree with galaxy
stellar masses and low enough to generate clumps with realistic lifetimes, that may suggest
that such simulations depend too much on ejective feedback. They may need to instead
rely more on preventive feedback – e.g., slowing star formation with less e�cient gas cooling.

HST versus JWST. One major limitation of these studies is that they necessarily rely
on the best available images we currently have, i.e., those delivered by HST plus a few
gravitationally-lensed galaxies. Unfortunately, at the HST resolution (⇠ 1 kpc at z = 1� 3)
and sensitivity, clumps at high redshifts can only be marginally resolved or may even be
unresolved. Therefore, a clump observed by HST could be either a single object or the blend
of a few nearby smaller clumps. Some authors argued that with a limited spatial resolution

3

(a) (b)

Figure 4: Example of (a) clump detection with ML and (b) SED fitting for optical detected
clumps in CANDELS. A similar approach will be followed in this program, extending the
analysis of clump properties to z > 3.

of clumps by means of SED fitting in both simulated and observed CEERS galaxies. We
will use publicly available Bayesian codes (i.e., BagPipes, Prospector). We will carefully an-
alyze the e↵ects of assumptions on the star formation histories (SFHs). In particular, recent
development on non-parametric SFHs will be explored. This procedure will provide stellar
masses for the clumps selected in Step 2. The wavelength coverage of the CEERS survey
is crucial to ensure reliable mass measurements. The posterior distributions resulting from
the Bayesian fits will be used to explore degeneracies and reliability of the derived stellar
masses. More importantly, previous work has shown that clump stellar masses are severely
biased when derived from HST imaging (see Figure 3). By following a similar approach to
Huertas-Company et al. (2020), we will compare the true intrinsic stellar mass of clumps
derived from the simulation metadata with that inferred from the mock NIRCam imaging.
This will allow us to quantify the improvement of JWST imaging compared with HST to
derive clump properties. It will set a benchmark for future studies of galaxy inner structures
with JWST. In addition to stellar masses, we will explore how reliably other clump properties
can be estimated from NIRCam imaging. We will primarily focus on age and size. Clump
ages are critical to distinguish between long and short lived clumps, which in turn can help
constrain feedback models. Previous studies have shown however that age estimation from
coarse SEDs such as the ones we will produce is di�cult. We will explore the reliability of age
estimation by comparing with simulations. Alternatively other ML based approaches can be
used to classify clumps into two classes (short and long lived). Determining clump sizes is
currently almost an impossible task with the image quality delivered by HST. We will cali-
brate the capabilities of NIRCam to overcome this issue, at least in the shorter wavelengths
where the largest gain in resolution is expected. Once completed, Step 3 will provide stellar
masses, ages, and sizes of detected clumps as well as accurate uncertainties from comparing
with simulations.

Step 4: Constraining galaxy formation models with clumps. The derived data products
will be used to establish constraints on SN feedback models and more generally on galaxy
formation. We will build clump stellar mass functions of observed clumps and compare with
the di↵erent clump stellar mass functions inferred from the di↵erent simulated datasets. As

8

(Figures from my JWST proposal.)
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HST

New observatories

will have great new

capabilities:

JWST - higher res,

   more light, > λ

Roman (WFIRST) -

   100x HST area

Rubin (LSST) - all 

   S sky transients, 

   co-added depth



Run and analyze more high-resolution galaxy simulations 

Convert them into realistic images, including galaxy substructures 

Use improved Semi-Analytic Models to predict galaxy populations 

Compare with images from HST, JWST, Roman Space Telescope 
and ground-based telescopes including Subaru HSC and Rubin 

GALAXIES 
Research  
Projects:
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We have now discovered about 4000 planetary systems, mainly 
using star radial velocities from ground-based telescopes and 
planet-star transits observed by NASA’s satellites Kepler and TESS. 



We used to think that our system is typical, with rocky 
planets near our star and gas giants farther away. 
Our system also seems unusually “clean” with relatively little 
debris and dust.  We know that there was a “late great 
bombardment” of the inner planets about 800 million years 
after the solar system formed.  It seems likely that there was 
a gigantic rearrangement of the Solar System back then. 



There may be galactic habitable zones — not too close to galaxy 
centers where there are frequent supernovae, nor too far where 
metals (elements beyond He) may be too rare to form rocky planets.
Of the ~ 4000 planetary systems astronomers have discovered, 
there are very few like ours, with all the planets widely spaced in 
nearly circular orbits.  Most planetary systems are much smaller.  
The most common type of planet seems to be 2 to 6 times Earth’s 
mass, a “super-Earth”.  No such planet exists in our Solar System.  
Some planets are in the habitable zone around their stars in 
which water would be in liquid form, but most of these planets are 
probably not hospitable to advanced forms of life.  For one thing, 
they might not have an optimal abundance of the long-lived 
radioactive elements thorium and uranium to power a magnetic 
dynamo and plate tectonics. Too much Th and U would result in a 
lava world with frequent flood vulcanism, which caused the greatest 
mass extinction events on Earth.  Our living Earth may be a rare 
“Goldilocks” planet with just the right amount of Th and U.



10 Nimmo et al.

Figure 2. Sensitivity of evolution of core parameters to di↵erent radiogenic element concentrations (relative

to the nominal terrestrial case). The colors show the rate of net entropy production, with black indicating

a negative value (no dynamo). The contours denote the mantle potential temperature. The three dashed

red lines show the trajectories of the three evolution scenarios shown in Fig 1. Vertical white dashed line

indicates present day.

4. SUMMARY209

Our simplified model shows that higher concentrations of U,Th have two principal consequences:210

one is hotter present-day mantles; the other is reduced dynamo activity. The converse is true for211

lower U,Th concentrations. Both of these e↵ects are likely to have major implications for habitability.212

A global magnetic field modifies the trajectories of charged particles emitted by the host star. In213

our Solar System the net e↵ect of such a field is probably to reduce rates of long-term atmospheric214

loss due to particle bombardment (Lundin et al. 2007) though this is debated (Gunell et al. 2018).215

How such e↵ects would translate to close-in Earth-like exoplanets is uncertain (Owen 2019) but,216

Radiogenic Heating and its Influence on Rocky Planet Dynamos and Habitability 
Francis Nimmo, Joel Primack, S. M. Faber, Enrico Ramirez-Ruiz, and Mohammadtaher Safarzadeh

Astrophysical Journal Letters (November 2020)

3x Earth’s Th and U

Earth’s Th and U

⅓ Earth’s Th and U
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3x Earth’s Th and U
No magnetic dynamo &
frequent flood vulcanism

Earth’s Th and U
Magnetic dynamo &

plate tectonics

⅓ Earth’s Th and U
Magnetic dynamo 

but no plate tectonics





Predict radioactive heating habitability of  rocky exoplanets using 
their star’s Europium abundance 

Run 2D and 3D simulations of  rocky planets, to verify and improve 
on our 1D modeling 

Examine other long-term constraints on habitability of  rocky 
planets: changes in orbits, obliquity, effects of  supernovas … 

PLANETS 
Research  
Projects:
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Some Concluding Thoughts

Without Dark Matter We Wouldn’t Exist
With only the ordinary matter, the universe would be 
   a low-density featureless soup
Dark matter started to form structures very early 
Galaxies formed within bound “halos” of dark matter
Stars formed within galaxies, and stars made elements
   beyond hydrogen and helium: carbon, oxygen, …
Rocky planets formed from these heavier elements
Life began and evolved on one such planet 
    

Science Is Much Stranger Than Fiction
Before the discovery that most of the density of the 
    universe is invisible, no one imagined this
   

Dark matter is our ancestor and our friend!

What else remains to be discovered?
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