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The Hubble tension between early universe and local measurements of H0 can 
be resolved by a brief episode of dark energy at redshift z ~ 3500. New N-body 
simulations have shown that this Early Dark Energy scenario predicts earlier 
structure formation, e.g. ~ 50% more clusters than ΛCDM at redshift z ~ 1.  

Galaxies were long thought to start as disks, but HST images show that most 
galaxies instead start prolate (pickle shaped). Galaxy simulations can explain 
this as a consequence of the filamentary nature of the ΛCDM dark matter 
distribution. But comparisons between simulations and observations using 
novel machine learning methods reveal other potential challenges, including 
massive star-forming clumps seen in many high-redshift galaxies. 

Earth may be a radioactively Goldilocks planet, with just the right amount of 
radiogenic heating by Th and U for a magnetic field and plate tectonics, both of 
which may be necessary for the evolution of complex life.
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Hubble Space Telescope Ultra Deep Field - ACS

This picture is beautiful but misleading, since it 
only shows about 0.5% of the cosmic density. 

The other 99.5% of the universe is dark.
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In August 2017 LIGO and VIRGO announced the discovery of gravity 
waves from a neutron star merger.  Such events probably generate most 
of the r-process elements like europium, gold, thorium, and uranium.



(Jennifer Johnson)



    Imagine that the entire 
universe is an ocean of dark

  energy.  On that ocean sail billions 
of ghostly ships made of dark matter...
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CDM fluctuations that enter the horizon during the 
radiation dominated era, with masses less than about 
1015 M⦿ , grow only ∝ log a, because they are not in 
the gravitationally dominant component.  But matter 
fluctuations that enter the horizon in the matter-
dominated era grow ∝ a.  This explains the 
characteristic shape of the CDM fluctuation 
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck
TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.

the best-fit temperature data alone, assuming the base-⇤CDM
model, adding the beam-leakage model and fixing the Galactic
dust amplitudes to the central values of the priors obtained from
using the 353-GHz maps. This is clearly a model-dependent pro-
cedure, but given that we fit over a restricted range of multipoles,
where the TT spectra are measured to cosmic variance, the re-
sulting polarization calibrations are insensitive to small changes
in the underlying cosmological model.

In principle, the polarization e�ciencies found by fitting the
T E spectra should be consistent with those obtained from EE.
However, the polarization e�ciency at 143 ⇥ 143, cEE

143, derived
from the EE spectrum is about 2� lower than that derived from
T E (where the � is the uncertainty of the T E estimate, of the
order of 0.02). This di↵erence may be a statistical fluctuation or
it could be a sign of residual systematics that project onto cali-
bration parameters di↵erently in EE and T E. We have investi-
gated ways of correcting for e↵ective polarization e�ciencies:
adopting the estimates from EE (which are about a factor of
2 more precise than T E) for both the T E and EE spectra (we
call this the “map-based” approach); or applying independent

estimates from T E and EE (the “spectrum-based” approach). In
the baseline Plik likelihood we use the map-based approach,
with the polarization e�ciencies fixed to the e�ciencies ob-
tained from the fits on EE:

⇣
cEE

100

⌘
EE fit

= 1.021;
⇣
cEE

143

⌘
EE fit

=

0.966; and
⇣
cEE

217

⌘
EE fit

= 1.040. The CamSpec likelihood, de-
scribed in the next section, uses spectrum-based e↵ective polar-
ization e�ciency corrections, leaving an overall temperature-to-
polarization calibration free to vary within a specified prior.

The use of spectrum-based polarization e�ciency estimates
(which essentially di↵ers by applying to EE the e�ciencies
given above, and to T E the e�ciencies obtained fitting the T E
spectra,

⇣
cEE

100

⌘
TE fit

= 1.04,
⇣
cEE

143

⌘
TE fit

= 1.0, and
⇣
cEE

217

⌘
TE fit

=

1.02), also has a small, but non-negligible impact on cosmo-
logical parameters. For example, for the ⇤CDM model, fitting
the Plik TT,TE,EE+lowE likelihood, using spectrum-based po-
larization e�ciencies, we find small shifts in the base-⇤CDM
parameters compared with ignoring spectrum-based polariza-
tion e�ciency corrections entirely; the largest of these shifts
are +0.5� in !b, +0.1� in !c, and +0.3� in ns (to be com-
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Fig. 7. Maximum posterior CMB intensity map at 50 resolution derived from the joint baseline analysis of Planck, WMAP, and
408 MHz observations. A small strip of the Galactic plane, 1.6 % of the sky, is filled in by a constrained realization that has the same
statistical properties as the rest of the sky.

Fig. 8. Maximum posterior amplitude Stokes Q (left) and U (right) maps derived from Planck observations between 30 and 353 GHz.
These mapS have been highpass-filtered with a cosine-apodized filter between ` = 20 and 40, and the a 17 % region of the Galactic
plane has been replaced with a constrained Gaussian realization (Planck Collaboration IX 2015). From Planck Collaboration X
(2015).

viewed as work in progress. Nonetheless, we find a high level of
consistency in results between the TT and the full TT+TE+EE
likelihoods. Furthermore, the cosmological parameters (which
do not depend strongly on ⌧) derived from the T E spectra have
comparable errors to the TT -derived parameters, and they are
consistent to within typically 0.5� or better.

8.2.2. Number of modes

One way of assessing the constraining power contained in a par-
ticular measurement of CMB anisotropies is to determine the
e↵ective number of a`m modes that have been measured. This
is equivalent to estimating 2 times the square of the total S/N
in the power spectra, a measure that contains all the available

16
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Fig. 2. Planck 2018 T E (top) and EE (bottom) power spectra. At multipoles ` � 30 we show the coadded frequency spectra
computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectra estimates from the SimAll likelihood
(though only the EE spectrum is used in the baseline parameter analysis at `  29). The best-fit base-⇤CDM theoretical spectrum fit
to the Planck TT,TE,EE+lowE+lensing likelihood is plotted in light blue in the upper panels. Residuals with respect to this model
are shown in the lower panels. The error bars show Gaussian ±1� diagonal uncertainties including cosmic variance. Note that the
vertical scale changes at ` = 30, where the horizontal axis switches from logarithmic to linear.
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Fig. 2. Planck 2018 T E (top) and EE (bottom) power spectra. At multipoles ` � 30 we show the coadded frequency spectra
computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectra estimates from the SimAll likelihood
(though only the EE spectrum is used in the baseline parameter analysis at `  29). The best-fit base-⇤CDM theoretical spectrum fit
to the Planck TT,TE,EE+lowE+lensing likelihood is plotted in light blue in the upper panels. Residuals with respect to this model
are shown in the lower panels. The error bars show Gaussian ±1� diagonal uncertainties including cosmic variance. Note that the
vertical scale changes at ` = 30, where the horizontal axis switches from logarithmic to linear.
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Fig. 19. The temperature angular power spectrum of the primary CMB from Planck, showing a precise measurement of seven acoustic peaks, that
are well fit by a simple six-parameter⇤CDM theoretical model (the model plotted is the one labelled [Planck+WP+highL] in Planck Collaboration
XVI (2013)). The shaded area around the best-fit curve represents cosmic variance, including the sky cut used. The error bars on individual points
also include cosmic variance. The horizontal axis is logarithmic up to ` = 50, and linear beyond. The vertical scale is `(`+ 1)Cl/2⇡. The measured
spectrum shown here is exactly the same as the one shown in Fig. 1 of Planck Collaboration XVI (2013), but it has been rebinned to show better
the low-` region.
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Fig. 20. The temperature angular power spectrum of the CMB, esti-
mated from the SMICA Planck map. The model plotted is the one la-
belled [Planck+WP+highL] in Planck Collaboration XVI (2013). The
shaded area around the best-fit curve represents cosmic variance, in-
cluding the sky cut used. The error bars on individual points do not in-
clude cosmic variance. The horizontal axis is logarithmic up to ` = 50,
and linear beyond. The vertical scale is `(` + 1)Cl/2⇡. The binning
scheme is the same as in Fig. 19.

8.1.1. Main catalogue

The Planck Catalogue of Compact Sources (PCCS, Planck
Collaboration XXVIII (2013)) is a list of compact sources de-

tected by Planck over the entire sky, and which therefore con-
tains both Galactic and extragalactic objects. No polarization in-
formation is provided for the sources at this time. The PCCS
di↵ers from the ERCSC in its extraction philosophy: more e↵ort
has been made on the completeness of the catalogue, without re-
ducing notably the reliability of the detected sources, whereas
the ERCSC was built in the spirit of releasing a reliable catalog
suitable for quick follow-up (in particular with the short-lived
Herschel telescope). The greater amount of data, di↵erent selec-
tion process and the improvements in the calibration and map-
making processing (references) help the PCCS to improve the
performance (in depth and numbers) with respect to the previ-
ous ERCSC.

The sources were extracted from the 2013 Planck frequency
maps (Sect. 6), which include data acquired over more than two
sky coverages. This implies that the flux densities of most of
the sources are an average of three or more di↵erent observa-
tions over a period of 15.5 months. The Mexican Hat Wavelet
algorithm (López-Caniego et al. 2006) has been selected as the
baseline method for the production of the PCCS. However, one
additional methods, MTXF (González-Nuevo et al. 2006) was
implemented in order to support the validation and characteriza-
tion of the PCCS.

The source selection for the PCCS is made on the basis of
Signal-to-Noise Ratio (SNR). However, the properties of the
background in the Planck maps vary substantially depending on
frequency and part of the sky. Up to 217 GHz, the CMB is the

27
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Fig. 10. Planck TT power spectrum. The points in the upper panel show the maximum-likelihood estimates of the primary CMB
spectrum computed as described in the text for the best-fit foreground and nuisance parameters of the Planck+WP+highL fit listed
in Table 5. The red line shows the best-fit base ⇤CDM spectrum. The lower panel shows the residuals with respect to the theoretical
model. The error bars are computed from the full covariance matrix, appropriately weighted across each band (see Eqs. 36a and
36b), and include beam uncertainties and uncertainties in the foreground model parameters.

Fig. 11. Planck T E (left) and EE spectra (right) computed as described in the text. The red lines show the polarization spectra from
the base ⇤CDM Planck+WP+highL model, which is fitted to the TT data only.

24

Temperature-Temperature

European
Space 

Agency
PLANCK 
Satellite

Data

Double
Dark 

Theory

Cosmic
Variance

{

Planck Collaboration: The Planck mission

Fig. 7. Maximum posterior CMB intensity map at 50 resolution derived from the joint baseline analysis of Planck, WMAP, and
408 MHz observations. A small strip of the Galactic plane, 1.6 % of the sky, is filled in by a constrained realization that has the same
statistical properties as the rest of the sky.

Fig. 8. Maximum posterior amplitude Stokes Q (left) and U (right) maps derived from Planck observations between 30 and 353 GHz.
These mapS have been highpass-filtered with a cosine-apodized filter between ` = 20 and 40, and the a 17 % region of the Galactic
plane has been replaced with a constrained Gaussian realization (Planck Collaboration IX 2015). From Planck Collaboration X
(2015).

viewed as work in progress. Nonetheless, we find a high level of
consistency in results between the TT and the full TT+TE+EE
likelihoods. Furthermore, the cosmological parameters (which
do not depend strongly on ⌧) derived from the T E spectra have
comparable errors to the TT -derived parameters, and they are
consistent to within typically 0.5� or better.

8.2.2. Number of modes

One way of assessing the constraining power contained in a par-
ticular measurement of CMB anisotropies is to determine the
e↵ective number of a`m modes that have been measured. This
is equivalent to estimating 2 times the square of the total S/N
in the power spectra, a measure that contains all the available
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Fig. 9. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94 % of the sky. The best-fit base⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties. From Planck Collaboration XIII (2015).

Fig. 10. Frequency-averaged T E (left) and EE (right) spectra (without fitting for T–P leakage). The theoretical T E and EE spectra
plotted in the upper panel of each plot are computed from the best-fit model of Fig. 9. Residuals with respect to this theoretical model
are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the lower panels show the best-fit
temperature-to-polarization leakage model, fitted separately to the T E and EE spectra. From Planck Collaboration XIII (2015).

cosmological information if we assume that the anisotropies are
purely Gaussian (and hence ignore all non-Gaussian informa-
tion coming from lensing, the CIB, cross-correlations with other
probes, etc.). Carrying out this procedure for the Planck 2013
TT power spectrum data provided in Planck Collaboration XV
(2014) and Planck Collaboration XVI (2014), yields the number
826 000 (which includes the e↵ects of instrumental noise, cos-
mic variance and masking). The 2015 TT data have increased
this value to 1 114 000, with T E and EE adding a further 60 000

and 96 000 modes, respectively.4 From this perspective the 2015
Planck data constrain approximately 55 % more modes than in
the 2013 release. Of course this is not the whole story, since
some pieces of information are more valuable than others, and
in fact Planck is able to place considerably tighter constraints on
particular parameters (e.g., reionization optical depth or certain

4Here we have used the basic (and conservative) likelihood; more
modes are e↵ectively probed by Planck if one includes larger sky frac-
tions.
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Fig. 9. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94 % of the sky. The best-fit base⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties. From Planck Collaboration XIII (2015).

Fig. 10. Frequency-averaged T E (left) and EE (right) spectra (without fitting for T–P leakage). The theoretical T E and EE spectra
plotted in the upper panel of each plot are computed from the best-fit model of Fig. 9. Residuals with respect to this theoretical model
are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the lower panels show the best-fit
temperature-to-polarization leakage model, fitted separately to the T E and EE spectra. From Planck Collaboration XIII (2015).

cosmological information if we assume that the anisotropies are
purely Gaussian (and hence ignore all non-Gaussian informa-
tion coming from lensing, the CIB, cross-correlations with other
probes, etc.). Carrying out this procedure for the Planck 2013
TT power spectrum data provided in Planck Collaboration XV
(2014) and Planck Collaboration XVI (2014), yields the number
826 000 (which includes the e↵ects of instrumental noise, cos-
mic variance and masking). The 2015 TT data have increased
this value to 1 114 000, with T E and EE adding a further 60 000

and 96 000 modes, respectively.4 From this perspective the 2015
Planck data constrain approximately 55 % more modes than in
the 2013 release. Of course this is not the whole story, since
some pieces of information are more valuable than others, and
in fact Planck is able to place considerably tighter constraints on
particular parameters (e.g., reionization optical depth or certain

4Here we have used the basic (and conservative) likelihood; more
modes are e↵ectively probed by Planck if one includes larger sky frac-
tions.
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Figure 1. Compilation of Hubble Constant predictions and measurements taken from the re-
cent literature and presented or discussed at the meeting. Two independent predictions based on
early-Universe data (Planck Collaboration et al. 2018; Abbott et al. 2018) are shown at the top
left (more utilizing other CMB experiments have been presented with similar findings), while the
middle panel shows late Universe measurements. The bottom panel shows combinations of the
late-Universe measurements and lists the tension with the early-Universe predictions. We stress
that the three variants of the local distance ladder method (SHOES=Cepheids; CCHP=TRGB;
MIRAS) share some Ia calibrators and cannot be considered as statistically independent. Like-
wise the SBF method is calibrated based on Cepheids or TRGB and thus it cannot be considered
as fully independent of the local distance ladder method. Thus the “combining all” value should
be taken for illustration only, since its derivation neglects covariance between the data. The
three combinations based on Cepheids, TRGB, Miras are based on statistically independent
datasets and therefore the significance of their discrepancy with the early universe prediction is
correct - even though of course separating the probes gives up some precision. A fair summary is
that the di↵erence is more than 4 �, less than 6 �, while robust to exclusion of any one method,
team or source. Figure courtesy of Vivien Bonvin.

A possibly serious difficulty for ΛCDM is the Hubble parameter tension:

Cosmic Background 
Radiation plus ΛCDM
gives H0 = 67.4±0.4  

Several kinds of
nearby observations
give H0 = 73.3±0.8 

Ia Supernovae
& Cepheids

Lensed Quasar 
Time Delays

Verde Treu Riess 2019

The Hubble parameter H0 is the expansion rate of the universe today. 

“Early Dark Energy,” a brief period of ≲10% extra dark energy at z ~ 3500, could resolve this



2

Figure 1. Compilation of Hubble Constant predictions and measurements taken from the re-
cent literature and presented or discussed at the meeting. Two independent predictions based on
early-Universe data (Planck Collaboration et al. 2018; Abbott et al. 2018) are shown at the top
left (more utilizing other CMB experiments have been presented with similar findings), while the
middle panel shows late Universe measurements. The bottom panel shows combinations of the
late-Universe measurements and lists the tension with the early-Universe predictions. We stress
that the three variants of the local distance ladder method (SHOES=Cepheids; CCHP=TRGB;
MIRAS) share some Ia calibrators and cannot be considered as statistically independent. Like-
wise the SBF method is calibrated based on Cepheids or TRGB and thus it cannot be considered
as fully independent of the local distance ladder method. Thus the “combining all” value should
be taken for illustration only, since its derivation neglects covariance between the data. The
three combinations based on Cepheids, TRGB, Miras are based on statistically independent
datasets and therefore the significance of their discrepancy with the early universe prediction is
correct - even though of course separating the probes gives up some precision. A fair summary is
that the di↵erence is more than 4 �, less than 6 �, while robust to exclusion of any one method,
team or source. Figure courtesy of Vivien Bonvin.
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Figure 7. The relationship between lookback time (G-axis) and redshift (H-axis) for the Planck (black curve) and EDE (dark orange curve) cosmologies. The left
panel shows lookback times corresponding to a fixed redshift range, while the right panel shows redshifts corresponding to a fixed lookback time interval. Left:
the times in each cosmology corresponding to the reionization epoch (10 > I > 6). The reionization era has essentially the same duration in the two cosmologies
but range of lookback times that reionization spans is disjoint in the two models, 13.33 > Clb/Gyr > 12.79 (Planck) versus 12.76 > Clb/Gyr > 12.32 (EDE).
Right: the redshifts in each cosmology corresponding to the formation time of a typical globular cluster, taken to be 12.7 ± 0.25 Gyr (which is a very optimistic
uncertainty range). This formation epoch corresponds to IPl = 5.44+1.28

�0.86 versus IEDE = 9.87+7.34
�2.72, i.e., it is the di�erence between globular clusters forming at

the tail end of, or after, the reionization epoch (for Planck) and in the early phases of, or even previous to, reionization (for EDE).

quired and analyzed by Brown et al. (2014) are among the best
evidence that UFDs are fossils of the reionization era. The star for-
mation histories of these systems indicate that all 6 systems formed
the majority of their stars prior to reionization and stopped forming
stars within ⇠1 Gyr of each other after reionization ended. Table 2
lists the mean ages of these systems as listed in Brown et al. (2014).
The reported errors on the mean ages of these UFDs reflect the 1f
uncertainties measured from isochrone fitting and suggest that the
mean age of UFDs can be measured to a few percent precision. As an
empirical check, Brown et al. (2014) show that these UFDs appear
to be as old as metal-poor Galactic globular cluster M92, for which
they report an age of 13.2 Gyr. However, they note that in addition
to their formal uncertainties, the ages of M92 and the UFDs may be
uncertain in absolute age (i.e., accuracy) by up to ⇠1 Gyr owing to
uncertainties in quantities such as distances, reddening, and stellar
chemical abundance patterns.

For our purposes, the mean ages of UFDs serve two important
purposes. First, they are a clear point of comparison between reion-
ization and stellar ages, if current ⇤CDM galaxy formation theory is
correct (i.e., if reionization quenches very low-mass galaxies). Sec-
ond, they also provide a lower limit on the age of the Universe. In
the Planck cosmology, the ages of all 6 UFDs are consistent with a
formation epoch that is no later than the reionization era, and 5 of
the 6 galaxies are consistent with having formed before reionization.
Ursa Major I stands out as the sole exception: it has a mean forma-
tion redshift indicating that it formed during, or even slightly after,
reionization. In comparison, UFDs formed at systematically higher
redshift in the EDE cosmology, with all but Ursa Major I consistent
with being pre-reionization fossils.

Perhaps the most striking characteristic for UFDs in Table 2 is that
several have mean ages that are uncomfortably close to, or greater

than, the age of the Universe. The best-fitting age of Coma Berenices
is 0.1 Gyr older than C0,Pl = 13.8 Gyr, and the best-fitting age of
CVn II is a mere 0.2 Gyr younger than C0,Pl. This tension is more
pronounced in the EDE cosmology with C0,EDE = 13.2 Gyr: CVn II
and Coma Berenices are formally inconsistent with the age of an
EDE Universe even when considering the quoted uncertainties.

One obvious solution is to include the additional ⇠1 Gyr (⇠7%)
error suggested by Brown et al. (2014) to account for uncertainties in
quantities such as distance, reddening, and stellar abundance patterns.
Taking the extreme limit of this error — shifting all mean ages
younger by 1 Gyr — places all UFD mean formation epochs within
the age of the Universe for both cosmological models. However, such
a shift complicates the interpretation of the expected connection
between UFDs and reionization. For example, if all mean ages of
UFDs are shifted to be ⇠1 Gyr younger than listed in Table 2, then
only Coma Ber and CVn II are consistent with forming during or
before reionization within the Planck cosmology, while the remaining
4 systems are all post-reionization fossils. Applying a similar shift
to the mean ages in the EDE cosmology results in somewhat better
agreement with expectations from galaxy formation theory, as only
Ursa Major I is inconsistent with forming at I & 6.

In reality, shifting all ages by a uniform value of ⇠1 Gyr is an
over-simplification and represents the extreme case. The amplitude
of the systematic uncertainties likely varies from object to object
(e.g., as knowledge of their distances may be di�erent). The take-
away from this exercise is that current data on UFDs may capture
the link between galaxy formation and reionization, but the current
observational basis for this link is closer to suggestive than iron-clad.
Shoring up the observational case for UFDs as fossils of the reion-
ization era will require an investment in quantifying and reducing
systematic uncertainties in age determinations. We discuss areas for
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Early Dark Energy ==> age of the Universe t0 ≈13.2 Gyr rather than Planck ΛCDM’s 13.8 Gyr.


2021MNRAS.505.2764B by Michael Boylan-Kolchin and Dan Weisz shows that

The Reionization Era at z ≈ 6 - 10 

corresponds to different cosmic ages

for Planck ΛCDM and EDE:

Formation of >12.5 Gyr old Globular 
Cluster M92 corresponds to different 
redshifts zEDE ≈ 10 vs. zPl ≈ 5.4:



The EDE cosmology results in significantly earlier structure formation than standard ΛCDM, for 
example increasing the abundance of cluster-mass halos at z ~ 1 by ~ 50% and massive galaxies 
at z ~ 4 by ~ 2x. EDE also changes galaxy clustering, including increasing the baryon acoustic 
oscillation length scale but decreasing the correlations of nearby galaxies (Klypin et al. 2021). 



The EDE cosmology results in significantly earlier structure formation than standard ΛCDM, and it  
increases the BAO length scale but decreases the correlations of nearby galaxies (Klypin et al. 2021).  
Higher-resolution is needed for merger trees and substructure comparisons with ΛCDM.  Tomo Ishiyama 
may be able to run paired (0.5 Gpc)3 ΛCDM and EDE simulations on the Fugaku supercomputer.

EDE 
Models

ΛCDM

Model H0 ⌦m ⌦b t0 (Gyr) As(⇥10�9) ns �8

Smith+2020 72.8 0.2915 0.0425 13.05 2.191 0.9860 0.836
Murgia+2021 72.0 0.3009 0.0441 13.08 2.135 0.9895 0.837
Agrawal+2019 70.5 0.302 0.0461 13.34 2.200 0.981 0.841

Lin+2019 70.2 0.2981 0.0461 13.45 2.178 0.9832
Niedermann+2020 71.5 0.2999 0.0444 13.18 2.150 0.9912 0.841

Planck 2020 67.37 0.3147 0.0492 13.80 2.097 0.9652 0.810

Table 1: Cosmological parameters of five recent EDE models: Smith et al. (2020a); Murgia et al.
(2021); Agrawal et al. (2019); Lin et al. (2019); Niedermann & Sloth (2020) that relieve the
Hubble tension, compared with the best-fit ⇤CDM parameters from the final Planck TT,TE,EE
+ lowE + lensing analysis (Planck Collaboration et al. 2020, Table 1). The simulation results
presented below use the Smith et al. (2020a) EDE model.

contributes a maximum of only about 10% to the total cosmic density at redshifts z ⇠ 3500,
around the time of matter domination. But the resulting best-fit cosmic parameters used in
this plot (first row of the Table) are interestingly di↵erent from those of standard ⇤CDM
(bottom row of the Table, from Table 1 Combined, in Planck Collaboration et al. 2020). In
particular, both the primordial power spectrum amplitude As and �8, measuring the linear
fluctuation amplitude at 8h�1 Mpc (where as usual h = H0 in units of 100 km/s/Mpc), are
larger than for the final Planck analysis with standard ⇤CDM (bottom row of the table).
Also, ns, the power of the wave number k in the primordial power spectrum, is larger than
for standard ⇤CDM. This is also true of other recent papers that use EDE to resolve the
Hubble tension, as shown in the Table and discussed further at the end of this proposal.
Indeed, Ye et al. (2021) recently showed that any early-universe resolution of the Hubble
tension will produce an increase in ns, so that even though we focus in this proposal on a
particular EDE model, the conclusions will apply, at some level, to all such models. This
leads to the expectation that there is earlier structure formation with EDE, which has been
confirmed with preliminary low-resolution simulations.

Preliminary results. Results from low-resolution simulations (Klypin et al. 2021) run
with both standard ⇤CDM with the parameters of the MultiDark-Planck (MD) simulations
(Klypin et al. 2016), and EDE with the parameters in the first line of the Table, are presented
in Figures 2 and 3(c). The lower panel of Fig. 2 shows the di↵erential number density of
discrete dark matter halos (i.e., halos that are not subhalos) as a function of halo mass.
With EDE, the number densities are increasingly higher at larger redshifts z, especially for
rare massive halos. The upper panel of Fig. 2 shows the increased number density of discrete
halos with EDE compared with standard ⇤CDM. The ⇤CDM and EDE cosmologies lead to
very similar halo number densities at low redshifts, with the di↵erences increasing at higher
redshifts. The number density increase is about 40% for Virgo-cluster-mass dark matter
halos at z = 1, and about 40% (70%) for 1012

M� (1013
M�) halos at z = 4.

In order to work out the implications of EDE for observations by HST and other tele-

2

Cosmological parameters of five recent EDE models that relieve the Hubble tension, compared with the best-fit ΛCDM parameters 
from the final Planck TT,TE,EE + lowE + lensing analysis. The simulation results below use the Smith et al. (2020) EDE model.     
The similar Murgia+2021 parameters are in no worse agreement with gravitational lensing than standard ΛCDM. 

scopes, we propose to run high-resolution cosmological simulations to determine the changes
in halo properties as well as number densities and correlation functions as a function of halo
mass and redshift, and then use empirical and semi-analytic methods to connect the simu-
lations with predicted galaxy observations. We discuss these and other testable predictions
of EDE in the next section. There are claims in the literature that EDE models, includ-
ing Smith et al. (2020a), are in serious tension with weak lensing and large-scale structure
observations. Such claims were mentioned as reasons why an earlier version of the present
proposal was not approved in HST Cycle 28. We explain why these claims are unfounded.

Figure 2: Halo mass functions at redshifts z = 0 � 4 (Klypin et al. 2021). Bottom Di↵erential
number densities as a function of halo mass at redshifts z = 0, 1, 2, and 4 for standard ⇤CDM
with the MultiDark-Planck (MD) parameters (blue dashed) and for EDE (black). Top Increase of
halo number densities as a function of halo mass at the same redshifts for EDE compared with
⇤CDM with the MultiDark-Planck parameters. Simulations were run using the GLAM Particle
Mesh code (Klypin & Prada 2018): 30 realizations for 1h�1 Gpc volume for MD cosmology, 8
realizations for 1h�1 Gpc volume for EDE, and 4 realizations each for MD and EDE for 0.5h

�1

Gpc volumes, each with 50 time steps saved. Results from smaller volume and better resolution
simulations used for masses below M <⇠ 1014

h
�1

M� are shown as red curves. At z = 0 halo
abundances are very similar for the models: EDE predicts ⇠ 10% more of the most massive
clusters M ⇡ 1015

h
�1

M� and 1%-2% more of galaxy-mass halos with M ⇡ 1012�13
h
�1

M� . But
the di↵erences in abundances increase substantially with the redshift.

3

observations? Will there be an excess of luminous galaxies, or will the Universe reionize too
early? In practice of course, other parameters could be adjusted to take care of this, such as
increasing the dust content or decreasing the escape fraction of ionizing photons—but that
would make predictions that can in principle be tested with HST, JWST, or ALMA.SAM forecasts – I. UV luminosity functions 2989

Figure 2. Predicted intrinsic UV LFs (without correction for dust attenua-
tion) and their evolution with redshift. The blue solid line shows the results
of the GKBig2 (fiducial) model, the purple dashed line shows the GKBig1
model, and the cyan dot–dashed line shows the KS model. We also include
a compilation of observational constraints from Finkelstein (2016, squares)
to guide the eye. The last panel summarizes the evolution predicted by the
fiducial model.

dust attenuation. Our results show that the choice of star formation
recipe can significantly alter the number density of bright galaxies.
Recall that in the GK-Big1 model, the star formation efficiency
(molecular gas depletion time-scale) is effectively fixed at a constant
value. Keeping in mind that the H2 depletion time-scale in nearby
spirals is 1–2 Gyr (Bigiel et al. 2008; Leroy et al. 2008), it is
perhaps unsurprising that this becomes the limiting factor in forming
stars at times when the age of the Universe is significantly less
than this. In the GK-Big2 model, the ‘steepening’ of NSF → 2
effectively leads to a higher star formation efficiency and shorter
tdep, mol in higher density gas. As galaxies are much more compact
and gas-rich at high redshift, this effectively leads to higher SF
efficiencies at high redshift. The super-linear dependence of the
‘classic’ Kennicutt–Schmidt SF relation (KS) goes in the same
direction, but to a lesser extent, as it assumes a slightly shallower
slope NSF = 1.5. Interestingly, as already suggested in SPT15, we
find that the formation of molecular gas is not a significant limiting

Figure 3. Redshift evolution of the dust-attenuated UV LFs between z =
4 and 10 predicted by our fiducial model (blue solid line). The blue dashed
line shows the intrinsic UV LFs and the purple dot–dashed line shows the
UV LFs without the effect of photoionization squelching, both from the
fiducial model. We also include a compilation of observational constraints
from Finkelstein (2016, squares) (same as Fig. 2) to guide the eye. Addition
observational constraints from Livermore et al. (2017, circles) and Oesch
et al. (2018, diamonds) are shown in z = 6, 7, 8, and 10. The last panel
summarizes the evolution of the dust-attenuated UV LFs predicted by the
fiducial model.

factor for star formation even at these very high redshifts, in contrast
to the suggestions of Krumholz & Dekel (2012). On the other hand,
the faint end of the LF is insensitive to the choice of SF model
(within the limited range of models that we have tested here). We
will discuss the reasons for this in Section 5.

We show our results alongside with a compilation of UV LF
constraints on the bright end presented in Finkelstein (2016), which
consists of both ground- and space-based observations from McLure
et al. (2009); Castellano et al. (2010); van der Burg et al. 2010;
McLure et al. 2013; Oesch et al. 2013, 2014; Schenker et al.
2013; Tilvi et al. 2013; Bowler et al. 2014, 2015; Schmidt et al.
2014; Bouwens et al. 2015, 2016; Finkelstein et al. 2015; McLeod
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from Paper 1

Guys,

Update on correlation functions. The main difference between EDE and MD cosmologies in the sense of clustering was clearly in the BAO domain. I’ve made a 
number of realizations with 2Gpc boxes to see what happens with the dark matter correlation function

Attached are plots of xi(r) for the linear regime (right panel) and the non-linear xi on the left. Because of much larger boxes and large number of realizations the 
noise is lot smaller for these correlation functions.

From: Anatoly Klypin <aklypin8@gmail.com>

Subject: Re: new cosmological simulations with Early Dark Energy!!!

Date: February 20, 2020 at 2:13:52 PM PST

To: Vivian POULIN <vivian.poulin@umontpellier.fr>, Joel Primack <joel@ucsc.edu>

Cc: Francisco Prada <f.prada@csic.es>, Vladimir Avila <v.avila.reese@gmail.com>, Peter Behroozi <pbehroozi@gmail.com>, Aldo Rodriguez 
<rodriguez.puebla@gmail.com>, Marc Kamionkowski <kamion@jhu.edu>, Sandy Faber <faber@ucolick.org>, Doug Hellinger <hellinger.doug@gmail.com>
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Figure C1. Rest-frame UV LFs from our fiducial model including
dust attenuation, reproduced from Paper I and compared to the
latest observational constraints from Atek et al. (2018, z = 6),
Stefanon et al. (2019, z = 8 and 9), Bowler et al. (2019, z = 8
and 9), and Bouwens et al. (2019, z = 9 and 10). The agreement
with these recent observations is excellent.

APPENDIX C: COMPARISON OF PREDICTED
AND OBSERVED UV LUMINOSITY
FUNCTIONS

In fig. C1, we compare the predictions of our model to new
observational constraints from Atek et al. (2018), Stefanon
et al. (2019), and Bouwens et al. (2019), which have been
published in the interim since we first published the lumi-
nosity function predictions from our models. The models are
exactly the same as those published in Paper I. The agree-
ment with the new observations is excellent.

This paper has been typeset from a TEX/LATEX file prepared by
the author.

MNRAS 000, 1–21 (2020)

(a) (b)

(c)

Figure 3: (a) Redshift evolution of the dust-attenuated UV luminosity functions between z = 4
and 10 predicted by the fiducial Santa Cruz SAM (blue solid line), from Yung et al. (2019a). The
blue dashed line shows the intrinsic UV LFs and the purple dotdashed line shows the UV LFs
without the e↵ect of photoionization squelching. We include a compilation of HST observational
constraints (from Finkelstein 2016, squares) to guide the eye. Additional observational constraints
(Livermore et al. 2017, circles), (Oesch et al. 2018, diamonds) are shown at z = 6, 7, 8, and 10.
The last panel summarizes the evolution of the dust-attenuated UV LFs predicted by the fiducial
model. (b) Rest-frame UV LFs from the fiducial Santa Cruz SAM including dust attenuation
from Yung et al. (2020), again showing excellent agreement with the latest HST observational
constraints. (c) Correlation functions for standard ⇤CDM with MD parameters and for EDE
Left from linear theory and Right from nonlinear 2h

�1Gpc GLAM simulations (Klypin et al.
2021), showing the increase in the baryon acoustic oscillation (BAO) scale for EDE.
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EDE
ΛCDM

Increase over ΛCDM
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The early dark energy (EDE) scenario aims to increase the value of the Hubble constant (H0)
inferred from cosmic microwave background (CMB) data over that found in the standard cosmolog-
ical model (⇤CDM), via the introduction of a new form of energy density in the early universe. The
EDE component briefly accelerates cosmic expansion just prior to recombination, which reduces the
physical size of the sound horizon imprinted in the CMB. Previous work has found that non-zero
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The early dark energy (EDE) scenario aims to increase the value of the Hubble constant (H0)
inferred from cosmic microwave background (CMB) data over that found in the standard cosmolog-
ical model (⇤CDM), via the introduction of a new form of energy density in the early universe. The
EDE component briefly accelerates cosmic expansion just prior to recombination, which reduces the
physical size of the sound horizon imprinted in the CMB. Previous work has found that non-zero
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D. Hincks ,15 Renée Hložek ,15, 16 Brian J. Koopman ,17 Arthur Kosowsky ,18 Adrien La Posta,19

Thibaut Louis,19 Mathew S. Madhavacheril ,20, 12 Je↵ McMahon,21, 11, 22, 23 Kavilan Moodley,13, 14

Sigurd Naess ,2 Umberto Natale,3 Federico Nati ,24 Laura Newburgh,17 Michael D. Niemack ,5, 4, 25

Bruce Partridge,26 Frank J. Qu,27 Maria Salatino,28, 29 Alessandro Schillaci,30 Neelima Sehgal ,31
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19Université Paris-Saclay, CNRS/IN2P3, IJCLab, 91405 Orsay, France
20Perimeter Institute for Theoretical Physics, 31 Caroline Street N, Waterloo ON N2L 2Y5, Canada

21Department of Astronomy and Astrophysics, University of Chicago, Chicago, IL 60637, USA
22Department of Physics, University of Chicago, Chicago, IL 60637, USA
23Enrico Fermi Institute, University of Chicago, Chicago, IL 60637, USA

24Department of Physics, University of Milano-Bicocca,
Piazza della Scienza 3, 20126 Milano (MI), Italy

25Kavli Institute at Cornell for Nanoscale Science, Cornell University, Ithaca, NY 14853, USA
26Department of Astronomy, Haverford College, Haverford, PA 19041, USA

27DAMTP, Centre for Mathematical Sciences, University of Cambridge, Wilberforce Road, Cambridge CB3 OWA, UK
28Stanford University, Stanford, CA 94305, USA

29Kavli Institute for Particle Astrophysics and Cosmology, Stanford, CA 94305, USA
30Department of Physics, California Institute of Technology, Pasadena, CA 91125, USA

31Physics and Astronomy Department, Stony Brook University, Stony Brook, NY 11794, USA
32Kavli Institute for Cosmology, University of Cambridge, Madingley Road, Cambridge CB3 OHA, UK

33Instituto de F́ısica, Pontificia Universidad Católica de Valparáıso, Casilla 4059, Valparáıso, Chile
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EDE is not preferred by Planck CMB power spectrum data alone, which yield a 95% confidence
level (CL) upper limit fEDE < 0.087 on the maximal fractional contribution of the EDE field to the
cosmic energy budget. In this paper, we fit the EDE model to CMB data from the Atacama Cosmol-
ogy Telescope (ACT) Data Release 4. We find that a combination of ACT, large-scale Planck TT
(similar to WMAP), Planck CMB lensing, and BAO data prefers the existence of EDE at > 99.7%
CL: fEDE = 0.091+0.020

�0.036, with H0 = 70.9+1.0
�2.0 km/s/Mpc (both 68% CL). From a model-selection

standpoint, we find that EDE is favored over ⇤CDM by these data at roughly 3� significance. In
contrast, a joint analysis of the full Planck and ACT data yields no evidence for EDE, as previously
found for Planck alone. We show that the preference for EDE in ACT alone is driven by its TE and
EE power spectrum data. The tight constraint on EDE from Planck alone is driven by its high-` TT
power spectrum data. Understanding whether these di↵ering constraints are physical in nature, due
to systematics, or simply a rare statistical fluctuation is of high priority. The best-fit EDE models
to ACT and Planck exhibit coherent di↵erences across a wide range of multipoles in TE and EE,
indicating that a powerful test of this scenario is anticipated with near-future data from ACT and
other ground-based experiments.

I. INTRODUCTION

The Hubble constant, H0, is a fundamental quantity
in cosmology, which parameterizes the current expan-
sion rate and hence sets the overall scale of the universe.
Its value can be determined using multiple observational
probes, including both “indirect” probes that depend on
the assumption of a cosmological model and “direct”, lo-
cal probes that do not. Probes in the former category
include the cosmic microwave background (CMB) tem-
perature and polarization anisotropy power spectra, as
measured by Planck [1], WMAP [2], the Atacama Cos-
mology Telescope (ACT) [3], the South Pole Telescope
(SPT) [4], and other experiments, as well as various large-
scale structure (LSS) data sets (e.g., [5–8]). Probes in the
latter category include the classical distance ladder using
Type Ia supernovae (SNIa) calibrated by various means
(e.g., Cepheids [9, 10] or the tip of the red giant branch
(TRGB) [11, 12]) or strong gravitational lensing time de-
lay distances [13, 14].

Some of the direct probes have inferred values of H0

that are higher than the value predicted by the best-fit ⇤
cold dark matter (⇤CDM) model to CMB data [3, 15]
or to other indirect cosmological data (e.g., big bang
nucleosynthesis in combination with baryon acoustic os-
cillation and gravitational lensing data [16]). Perhaps
most well-known is the discrepancy between the most
statistically precise probes in each category, the Planck
CMB data [15] (indirect) and Cepheid-calibrated SNIa
distances from SH0ES [10] (direct), which is significant at
⇡ 4�. However, other direct probes have inferred values
of H0 that agree with the ⇤CDM-predicted value from
the CMB and LSS, including TRGB-calibrated SNIa [12]
and the latest strong lensing time delay data [14]. Nev-
ertheless, the error bars are su�ciently large that these
measurements are also consistent with the higher H0

value from SH0ES. We refer the reader to Refs. [12, 17–
19] for a selection of reviews with various perspectives
on the observational situation. In this work, we focus
entirely on indirect, cosmological probes of H0, with the
goal of assessing the extent to which our inference of this
parameter from these data can be changed by the as-

sumption of a di↵erent cosmological model. We do not
try to assess the global concordance of any particular
model.

Attempts to increase the value of H0 inferred from indi-
rect probes have led to the development of numerous new
theoretical scenarios beyond ⇤CDM [18, 19]. Amongst
the hypotheses to date are strongly interacting neutri-
nos [20, 21], primordial magnetic fields [22, 23], and vary-
ing fundamental constants [24, 25]. A thread unifying
many of these approaches is a decrease in the sound hori-
zon at recombination as compared to its ⇤CDM-inferred
value; to maintain agreement with the observed angular
size of the sound horizon, a higher H0 value is subse-
quently inferred when fitting CMB data to such mod-
els [18, 26]. While this approach may not su�ce to dra-
matically increase the inferred value of H0 when other ob-
servational constraints are folded into the analysis (par-
ticularly on the matter density at low redshifts) [27], it
has nevertheless spurred much of the theoretical explo-
ration in this area.

In this paper, we focus specifically on the “early dark
energy” (EDE) proposal for increasing the CMB-inferred
value of H0 [28–31], which falls into the general class
of sound-horizon-decreasing scenarios. In the EDE sce-
nario, a new field is introduced that acts to briefly accel-
erate cosmic expansion (relative to its ⇤CDM behavior)
just prior to recombination, e.g., around matter-radiation
equality. This increase in H(z) leads to a decrease in the
sound horizon at recombination, r

⇤
s , which subsequently

yields a higher H0 in fits to CMB data.
This qualitative picture su�ces to explain the EDE

scenario at the background level. However, the de-
tailed predictions of the scenario depend on the behav-
ior of perturbations, which are significantly more model-
dependent. A variety of detailed mechanisms have been
proposed to implement the basic EDE idea (e.g., [28–
37]), with varying levels of phenomenological success in
matching the full range of high-precision cosmological
data available today. Here we focus on the model stud-
ied in Refs. [5, 28, 29, 38–40], which is amongst the more
successful in fitting data, although its theoretical con-
struction is somewhat ad hoc, requiring non-negligible
fine-tuning. In this model, the EDE is the potential en-
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FIG. 3.— Left panel: the stellar mass to halo mass ratio at multiple redshifts as derived from observations (Behroozi et al. 2012) compared to a model which
has a time-independent star formation efficiency (SFE). Error bars show 1 -� uncertainties (Behroozi et al. 2012). A time-independent SFE predicts a roughly
time-independent stellar mass to halo mass relationship. Right: the cosmic star formation rate for a compilation of observations (Behroozi et al. 2012) compared
to the best-fit model from a star formation history reconstruction technique (Behroozi et al. 2012) as well as the time-independent SFE model. The latter model
works surprisingly well up to redshifts of z ⇠ 4. However, a model which has a constant efficiency (with mass and time) also reproduces the decline in star
formation well since z ⇠ 2.
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rate as a function of galaxy stellar mass and time, weighted by the number density of galaxies at that time. Contours and dashed line are as in top-left panel;
dotted line shows current minimum stellar masses reached by observations.

characteristic mass is to use a different mass definition. For
example, using M200b (i.e., 200 times the background density)
would cancel some of the evolution from z = 1 to z = 0. How-
ever, this would also raise the mass accretion rate at z = 0,
which would increase evolution in the star formation effi-
ciency’s normalization. Using the maximum circular velocity
(Vcirc) or the velocity dispersion (�) instead would also lead
to more evolution in the SFE (at fixed Vcirc or �): due to the
smaller physical dimensions of the universe at early times,
both these velocities increase with redshift at fixed virial halo
mass.

The nearly-constant characteristic mass scale is robust to
our main assumption that the baryon accretion rate is propor-
tional to the halo mass accretion rate, because this mass scale

is already present in the conditional SFR (Fig. 1). A baryon
accretion rate which scales nonlinearly with the dark matter
accretion rate would change the width of the most efficient
halo mass range, but it would not change the location. How-
ever, as discussed previously, the baryon accretion rate for
small halos (Mh < 1012

M�) can differ from the dark matter
accretion rate through recooling of ejected gas; the changing
virial density threshold can also introduce non-physical evolu-
tion in the halo mass which affects the accretion rate (Diemer
et al. 2012). Properly accounting for these effects may change
the low-mass slope of the star formation efficiency; we will
investigate this in future work.

Note that the level of consistency seen in the star forma-
tion efficiency is not possible to achieve using other common

The stellar mass to halo mass ratio at multiple 
redshifts as derived from observations compared to 
the Bolshoi cosmological simulation. Error bars show 
1σ uncertainties. A time-independent Star Formation 
Efficiency predicts a roughly time-independent stellar 
mass to halo mass relationship.  (Behroozi, 
Wechsler, Conroy, ApJL 2013)

Star-forming Galaxies Lie 
on a “Main Sequence”

Just as the properties of hydrogen-burning stars 
are controlled by their mass, the galaxy star 
formation rate (SFR) is approximately 
proportional to the stellar mass, with the 
proportionality constant  increasing with redshift up 
to about z = 2.5.  (Whitaker et al. ApJ 2014)
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(a) (b)

Figure 1. Star formation rate as a function of stellar mass for star-forming galaxies. Open circles indicate the UV+IR SFRs from a stacking analysis, with a second-order
polynomial fit above the mass completeness limits (solid vertical lines). Open squares signify measurements below the mass-completeness limits. The running medians
for individually detected objects in MIPS 24 µm imaging with S/N > 3 (shown as a gray-scale density plot in the Panel (a), left) are indicated with filled circles in the
right panel and are color-coded by redshift. The number of star-forming galaxies with S/N > 3 detections in the 24 µm imaging and those with S/N < 3 are indicated
in the bottom right of each panel. The star formation sequence for star-forming galaxies is curved, with a constant slope of unity at log(M⋆/M⊙) < 10 (solid black
line in Panel (b) is linear), whereas the slope at the massive end flattens with α = 0.3–0.6 from z = 0.5 to z = 2.5. We show the SDSS curve (gray dotted line in Panel
(b)) from Brinchmann et al. (2004) as it is one of the few measurements that goes to very low mass, but it is based on another SFR indicator.
(A color version of this figure is available in the online journal.)

Wuyts et al. 2007; Williams et al. 2009; Bundy et al. 2010;
Cardamone et al. 2010; Whitaker et al. 2011; Brammer et al.
2011; Patel et al. 2012); quiescent galaxies have strong Balmer/
4000 Å breaks, characterized by red rest-frame U–V colors
and relatively blue rest-frame V–J colors. Following the two-
color separations defined in Whitaker et al. (2012a), we select
58,973 star-forming galaxies at 0.5 < z < 2.5 from the 3D-
HST v4.0 catalogs.14 Of these, 39,106 star-forming galaxies are
above the mass-completeness limits (Tal et al. 2014). Among
the UVJ-selected star-forming galaxies with masses above the
completeness limits, 22,253 have S/N > 1 MIPS 24 µm
detections (amongst which 9,015 have S/N > 3) and 35,916 are
undetected in MIPS 24 µm photometry (S/N < 1).15 The full
sample of star-forming galaxies are considered in the stacking
analysis. Although we have not removed sources with X-ray
detections in the following analysis, we estimate the contribution
of active galactic nuclei (AGNs) to the median 24 µm flux
densities in Section 4.2.

3. THE STAR FORMATION SEQUENCE

Figure 1 shows the star formation sequence, log Ψ as a
function of log M⋆, in four redshifts bins from z = 0.5 to
z = 2.5. We use a single SFR indicator, the UV+IR SFRs
described in Section 2.4, probing over two decades in stellar
mass. The gray scale represents the density of points for star-
forming galaxies selected in Section 2.5 with S/N > 3 MIPS

14 Essentially identical to the publicly released catalogs available through
http://3dhst.research.yale.edu/Data.html, with the same catalog identifications
and photometry.
15 Even though the SFR is dominated by the IR contribution, the limiting
factor here is the depth of the Spitzer/MIPS 24 µm imaging.

24 µm detections, totaling 9015 star-forming galaxies over the
full redshift range. Mass completeness limits are indicated by
vertical lines. The GOODS-N and GOODS-S fields have deeper
MIPS imaging (3σ limit of ∼10 µJy) and HST/WFC3 JF125W

and HF160W imaging (5σ ∼ 26.9 mag), whereas the other three
fields have shallower MIPS imaging (3σ limits of ∼20 µJy) and
HST/WFC3 JF125W and HF160W imaging (5σ ∼ 26.3 mag).
The mass completeness limits in Figure 1 correspond to the
90% completeness limits derived by Tal et al. (2014), calculated
by comparing object detection in the CANDELS/deep with a
re-combined subset of the exposures that reach the depth of
the CANDELS/wide fields. Although the mass completeness
in the deeper GOODS-N and GOODS-S fields will extend to
lower stellar masses, we adopt the more conservative limits for
the shallower HST/WFC3 imaging.

First, we look at the measurements for individual galaxies.
The running median of the individual UV+IR measurements
of the SFR are indicated with solid circles when the data are
complete both in stellar mass and SFR (above the shallower
data 3σ MIPS 24 µm detection limit).16 We consider all MIPS
photometry in the median for the individual UV+IR SFRs
measurements (filled circles), even those galaxies intrinsically
faint in the IR. Only 1% of the star-forming galaxies above the
20 µJy limit in each redshift bin have 24 µm photometry with
S/N < 1.

To leverage the additional decade lower in stellar mass
that the CANDELS HST/WFC3 imaging enables us to probe

16 In the case of the 1.0 < z < 1.5 and 1.5 < z < 2.5 bins, the filled circles
representing individual measurements are limited by the 3σ 24 µm
completeness limits (horizontal dotted line, ∼20 µJy), which therefore makes
it appear as though the higher redshift sample extends to lower completeness
limits due to the strongly evolving normalization.
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right panel and are color-coded by redshift. The number of star-forming galaxies with S/N > 3 detections in the 24 µm imaging and those with S/N < 3 are indicated
in the bottom right of each panel. The star formation sequence for star-forming galaxies is curved, with a constant slope of unity at log(M⋆/M⊙) < 10 (solid black
line in Panel (b) is linear), whereas the slope at the massive end flattens with α = 0.3–0.6 from z = 0.5 to z = 2.5. We show the SDSS curve (gray dotted line in Panel
(b)) from Brinchmann et al. (2004) as it is one of the few measurements that goes to very low mass, but it is based on another SFR indicator.
(A color version of this figure is available in the online journal.)
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2011; Patel et al. 2012); quiescent galaxies have strong Balmer/
4000 Å breaks, characterized by red rest-frame U–V colors
and relatively blue rest-frame V–J colors. Following the two-
color separations defined in Whitaker et al. (2012a), we select
58,973 star-forming galaxies at 0.5 < z < 2.5 from the 3D-
HST v4.0 catalogs.14 Of these, 39,106 star-forming galaxies are
above the mass-completeness limits (Tal et al. 2014). Among
the UVJ-selected star-forming galaxies with masses above the
completeness limits, 22,253 have S/N > 1 MIPS 24 µm
detections (amongst which 9,015 have S/N > 3) and 35,916 are
undetected in MIPS 24 µm photometry (S/N < 1).15 The full
sample of star-forming galaxies are considered in the stacking
analysis. Although we have not removed sources with X-ray
detections in the following analysis, we estimate the contribution
of active galactic nuclei (AGNs) to the median 24 µm flux
densities in Section 4.2.

3. THE STAR FORMATION SEQUENCE

Figure 1 shows the star formation sequence, log Ψ as a
function of log M⋆, in four redshifts bins from z = 0.5 to
z = 2.5. We use a single SFR indicator, the UV+IR SFRs
described in Section 2.4, probing over two decades in stellar
mass. The gray scale represents the density of points for star-
forming galaxies selected in Section 2.5 with S/N > 3 MIPS

14 Essentially identical to the publicly released catalogs available through
http://3dhst.research.yale.edu/Data.html, with the same catalog identifications
and photometry.
15 Even though the SFR is dominated by the IR contribution, the limiting
factor here is the depth of the Spitzer/MIPS 24 µm imaging.

24 µm detections, totaling 9015 star-forming galaxies over the
full redshift range. Mass completeness limits are indicated by
vertical lines. The GOODS-N and GOODS-S fields have deeper
MIPS imaging (3σ limit of ∼10 µJy) and HST/WFC3 JF125W

and HF160W imaging (5σ ∼ 26.9 mag), whereas the other three
fields have shallower MIPS imaging (3σ limits of ∼20 µJy) and
HST/WFC3 JF125W and HF160W imaging (5σ ∼ 26.3 mag).
The mass completeness limits in Figure 1 correspond to the
90% completeness limits derived by Tal et al. (2014), calculated
by comparing object detection in the CANDELS/deep with a
re-combined subset of the exposures that reach the depth of
the CANDELS/wide fields. Although the mass completeness
in the deeper GOODS-N and GOODS-S fields will extend to
lower stellar masses, we adopt the more conservative limits for
the shallower HST/WFC3 imaging.

First, we look at the measurements for individual galaxies.
The running median of the individual UV+IR measurements
of the SFR are indicated with solid circles when the data are
complete both in stellar mass and SFR (above the shallower
data 3σ MIPS 24 µm detection limit).16 We consider all MIPS
photometry in the median for the individual UV+IR SFRs
measurements (filled circles), even those galaxies intrinsically
faint in the IR. Only 1% of the star-forming galaxies above the
20 µJy limit in each redshift bin have 24 µm photometry with
S/N < 1.

To leverage the additional decade lower in stellar mass
that the CANDELS HST/WFC3 imaging enables us to probe

16 In the case of the 1.0 < z < 1.5 and 1.5 < z < 2.5 bins, the filled circles
representing individual measurements are limited by the 3σ 24 µm
completeness limits (horizontal dotted line, ∼20 µJy), which therefore makes
it appear as though the higher redshift sample extends to lower completeness
limits due to the strongly evolving normalization.
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Figure 1. Star formation rate as a function of stellar mass for star-forming galaxies. Open circles indicate the UV+IR SFRs from a stacking analysis, with a second-order
polynomial fit above the mass completeness limits (solid vertical lines). Open squares signify measurements below the mass-completeness limits. The running medians
for individually detected objects in MIPS 24 µm imaging with S/N > 3 (shown as a gray-scale density plot in the Panel (a), left) are indicated with filled circles in the
right panel and are color-coded by redshift. The number of star-forming galaxies with S/N > 3 detections in the 24 µm imaging and those with S/N < 3 are indicated
in the bottom right of each panel. The star formation sequence for star-forming galaxies is curved, with a constant slope of unity at log(M⋆/M⊙) < 10 (solid black
line in Panel (b) is linear), whereas the slope at the massive end flattens with α = 0.3–0.6 from z = 0.5 to z = 2.5. We show the SDSS curve (gray dotted line in Panel
(b)) from Brinchmann et al. (2004) as it is one of the few measurements that goes to very low mass, but it is based on another SFR indicator.
(A color version of this figure is available in the online journal.)
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in the deeper GOODS-N and GOODS-S fields will extend to
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First, we look at the measurements for individual galaxies.
The running median of the individual UV+IR measurements
of the SFR are indicated with solid circles when the data are
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photometry in the median for the individual UV+IR SFRs
measurements (filled circles), even those galaxies intrinsically
faint in the IR. Only 1% of the star-forming galaxies above the
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Two Key Discoveries About Galaxies

ρbaryon   = 0.17
ρtotal



Laplace	explained	this	as	a	
consequence	of	angular	
momentum	conserva7on	as	
the	sun	and	planets	formed	in	
a	cooling	and	contrac7ng	
protoplanetary	gas	cloud	that	
formed	a	disk—	like	this	one: ALMA image of HL Tauri

Newton’s	laws	explained	why	planetary	orbits	are	
ellip7cal,	but	not	why	the	planetary	orbits	in	the	solar	
system	are	nearly	circular,	in	the	same	plane,	and	in	
the	same	direc7on	as	the	sun	rotates.	

Do Galaxies Start as Disks?
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Laplace	explained	this	as	a	
consequence	of	angular	
momentum	conserva7on	as	
the	sun	and	planets	formed	in	
a	cooling	and	contrac7ng	
protoplanetary	gas	cloud	that	
formed	a	disk—	like	this	one: ALMA image of HL Tauri

For	similar	reasons,	many	astronomers	once	thought	that	galaxies	would	
start	as	disks.		But	Hubble	Space	Telescope	images	of	forming	galaxies	
instead	show	that	most	forming	galaxies	are	prolate	–	that	is,	pickle-
shaped.		As	we	will	see,	this	is	a	consequence	of	most	galaxies	forming	in	
prolate	dark	maJer	halos	oriented	along	massive	dark	maJer	filaments.		

Newton’s	laws	explained	why	planetary	orbits	are	
ellip7cal,	but	not	why	the	planetary	orbits	in	the	solar	
system	are	nearly	circular,	in	the	same	plane,	and	in	
the	same	direc7on	as	the	sun	rotates.	

Do Galaxies Start as Disks?
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The shape of dark matter haloes 1785

with best fit values

α = 0.54 ± 0.03, β = −0.050 ± 0.003. (8)

The parameters, α and β, were determined by weighted χ2

minimization on the best fit mean data points determined via

Kolmogorov–Smirnov (KS) analysis assuming a Gaussian distri-

bution within a given mass bin (see Section 4.4). M ∗(z) is the char-

acteristic non-linear mass at z such that the rms top-hat smoothed

overdensity at scale σ (M ∗, z) is δc = 1.68. The M ∗ for z = 0 is

8.0 × 1012 h−1 M⊙ for the simulations with &b = 0.045 and 8.6 ×
1012 h−1 M⊙ for the simulations with &b = 0.03. Only bins con-

taining haloes above our previously stated lower bound resolution

limit were used and only mass bins with at least 20 haloes were

included in the fit. This work extends the mass range of the similar

relationships found by previous authors (Bullock 2002; Kasun &

Evrard 2005; Springel et al. 2004; JS); we compare our results with

these previous works in Section 6.

4.2 Shapes of haloes at higher redshifts

The use of M ∗ in equation (7) alludes to the evolution of the ⟨s⟩(M vir)

relation. After examining the ⟨s⟩(M vir) relation at higher redshifts,

we find that the relation between ⟨s⟩ and Mvir is successfully de-

scribed by equation (7) with the appropriate M ∗(z). The M ∗ for z =
1.0, 2.0 and 3.0 are 3.5 × 1011, 1.8 × 1010 and 1.3 × 109 h−1 M⊙,

respectively, for the simulations with &b = 0.045. We present our re-

sults for various redshifts in Fig. 2 from the L1200.9r , L800.9, L1200.9

and L2000.9 simulations. We have also included data points provided

by Springel (private communication) in Fig. 2 for comparison. These

data are from a more complete sample than the data presented in

Springel et al. (2004) and are for shapes measured at 0.4Rvir.

4.3 Dependence on σ8

Of the parameters in the 'CDM cosmological model, the pa-

rameter which is the least constrained and the most uncertain is

Figure 2. ⟨s⟩(M) for z = 0.0, 1.0, 2.0, 3.0. The binning is the same as in

Fig. 1, but now for many different redshifts. The solid line is the power-law

relation set out in equation (7). The L1200.9 points are shifted by 0.05 in log

for clarity. The Springel data agree quite well with our data and model for

z = 0.0, 1.0, 2.0.

Figure 3. ⟨s⟩ versus M(h−1 M⊙) with different values of σ8. Different

values of σ8 predict different values for the ⟨s⟩ versus M relationship. Here,

one can see that a universe with a lower σ8 produces haloes which are more

elongated, although the power-law relationship (equation 7) remains valid,

as shown by the agreement between the points and the lines representing

this prediction.

the normalization of the fluctuation spectrum, usually specified by

σ8. Therefore, it is of interest to understand the dependence of the

⟨s⟩(M vir) relation on σ8. Since M ∗ is dependent on σ8, the scaling

with M ∗ in equation (7) may already be sufficient to account for

the σ8 dependence. As stated in Section 2, L800.75 and L800.9a were

produced with the same Gaussian random field but different val-

ues for normalization. Therefore, the differences between the two

simulations can only be a result of the different values for σ8. As

Fig. 3 illustrates, the two simulations do indeed produce different

relations. We find that the M ∗ dependence in equation (7) is suf-

ficient to describe the differences between simulations of different

σ8. One should expect this from the result of the previous subsec-

tion, that the redshift evolution was also well described by the M ∗

dependence. The values of M ∗ for z = 0.1 are 5.99 × 1012 h−1 M⊙
for σ8 = 0.9 and 2.22 × 1012 h−1 M⊙ for σ8 = 0.75. The values

of M ∗ for σ8 = 0.75 at z = 1 and 2 are 1.09 × 1011 and 4.57 ×
109 h−1 M⊙, respectively. A simple fit to the redshift dependence

of M∗ in these cosmologies is log (M ∗) = A − Blog(1 + z) −
C[log(1 + z)]2, with A (B, C) = 12.9 (2.68, 5.96) for σ8 = 0.9 and

A(B, C) = 12.5 (2.94, 6.28) for σ8 = 0.75, and is accurate to within

1.6 and 3.1 per cent, respectively, for z ! 3.

4.4 Mean–dispersion relationship

In the previous subsections, we used the mean belonging to the best

KS test fit, assuming a Gaussian parent distribution, as an estimate

of the true mean of axial ratios within a given mass bin. In this

subsection, we examine the validity of this assumption and test

whether the dispersion has the mass dependence suggested by JS.

In Fig. 4, we present the distribution of s in the six bins from Fig. 1

for L1200.9. In each of the plots, we have also included the KS best-

fitting Gaussian, from which the mean was used to determine the

best-fitting power law in equation (7). The error bars on the mean

indicated in Fig. 1 are the 68 per cent confidence limits of the KS

C⃝ 2006 The Authors. Journal compilation C⃝ 2006 RAS, MNRAS 367, 1781–1796

Brandon Allgood, Ricardo Flores, Joel R. Primack, Andrey V. Kravtsov, Risa Wechsler, Andreas Faltenbacher and James S. Bullock 
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The shape of dark matter haloes: dependence on mass, redshift, radius and formation 
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Figure 14. The evolution of the fractions of di�erent shapes of the star-forming galaxies in CANDELS with redshift and stellar mass, given by the ETa
modeling. Blue bars: The fractions of prolate galaxies. Green bars: The fractions of spheroidal galaxies. Red bars: The fractions of oblate galaxies. These
fractions are qualitatively in good agreement with those obtained by the empirical modeling in Fig. 9.

(a) CANDELS galaxy (b) VELA galaxy

Figure 15. Panel (a): an example of a large and elongated galaxy in CAN-
DELS. This galaxy has a z = 2.27 and log (M⇤/M�) = 9.82. Panel (b):
image of the simulated galaxy VELA05 at z = 1.32, which has a pro-
late three-dimensional mass profile shape, including the e�ects of stellar
evolution, dust scattering and absorption, the HST/WFC3 PSF, and sky
background. Despite the bulge+disk appearance of the VELA galaxy, it is in
fact prolate, showing that true 3D shapes cannot be reliably measured from
projected images alone. The CANDELS galaxy, with similar appearance, is
a member of a mass-redshift bin where most galaxies are modeled as prolate.

early-prolate bin, due to the dominance of the prolate population,
the probability is high at this corner, since prolate galaxies are much
more likely to show up at this region; while in the late-oblate bin,
our modeling finds barely any prolate galaxies, which results in
a high probability of being oblate for a galaxy in this lower right
region. As for the probabilities of being spheroidal, in both bins
they peak at the upper left corner, which is consistent with our intu-
ition that galaxies are intrinsically rounder when we look at smaller
objects. Such probability maps can facilitate future morphological
and kinematic observations aimed at searching for prolate galaxies
at a range of redshifts, including at z > 3 with James Webb Space
Telescope (JWST).

5.3 The modeling of the dust optical depth maps

Another theoretical prediction we can make with such a mod-
eling is the theoretical dust optical depth maps of galaxies on the
b/a � log a plane. Such maps can be used as a sanity check of
whether our modeling results are (qualitatively) consistent with the
trends of AV with projected b/a seen in Fig. 1.

We first clarify what we are really modeling and support this
choice with physical motivation. Ignoring scattering, the attenuation
of starlight by interstellar dust, ⌧⌫ , is:

⌧⌫ =

π
nd�ext,⌫dl , (5)

where nd is the volume number density of dust grains, �ext,⌫ is the
extinction cross section at the frequency ⌫, and l is the path length.
Therefore if we assume:

(1) All the galaxies have the same number of dust grains;
(2) The composition and sizes of grains in all galaxies are identical;
(3) The dust grains and stars are uniformly mixed within every

galaxy.

then the optical depth at an arbitrary frequency is proportional to
the mean path length L through a galaxy divided by its total volume,
i.e.:

⌧⌫ / ⌧ = L

abc
. (6)

The abc term in the denominator takes into account the fact that
the dust density is smaller in larger-volume galaxies assuming total
dust mass is constant. In fact, CANDELS data show that dust mass
is not constant – smaller galaxies with lower projected a on average
have less dust than larger galaxies (at fixed mass and redshift, Lin
et al., in prep.). However, Fig. 5 shows that galaxies of all shapes
tend to appear in a narrow slice of projected a, i.e., that the amount
of ‘a-crossing’ due to projection e�ects is small, even for prolate
and triaxial objects. That being the case, it is appropriate to think of
our optical depth maps as representing the variation of AV within
a single slice of projected a, and this philosophy will be utilized in
the analysis below.

Next we demonstrate our method to calculate the mean path
length L. As shown in Fig. 21, we first divide the whole image5

with four concentric ellipses, the semi-major axes of which are
0.2, 0.4, 0.6, and 0.8Re, respectively. On each semi-major axis we
pick 5 sample points, corresponding to r = 0.1, 0.3, 0.5, 0.7 and

5 In the solid ellipsoid modeling of galaxies, such an image is simply the
projected two-dimensional ellipse from an arbitrary direction.
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background. Despite the bulge+disk appearance of the VELA galaxy, it is in
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a high probability of being oblate for a galaxy in this lower right
region. As for the probabilities of being spheroidal, in both bins
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at a range of redshifts, including at z > 3 with James Webb Space
Telescope (JWST).
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Another theoretical prediction we can make with such a mod-
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b/a � log a plane. Such maps can be used as a sanity check of
whether our modeling results are (qualitatively) consistent with the
trends of AV with projected b/a seen in Fig. 1.
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choice with physical motivation. Ignoring scattering, the attenuation
of starlight by interstellar dust, ⌧⌫ , is:

⌧⌫ =
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nd�ext,⌫dl , (5)

where nd is the volume number density of dust grains, �ext,⌫ is the
extinction cross section at the frequency ⌫, and l is the path length.
Therefore if we assume:

(1) All the galaxies have the same number of dust grains;
(2) The composition and sizes of grains in all galaxies are identical;
(3) The dust grains and stars are uniformly mixed within every

galaxy.

then the optical depth at an arbitrary frequency is proportional to
the mean path length L through a galaxy divided by its total volume,
i.e.:

⌧⌫ / ⌧ = L

abc
. (6)

The abc term in the denominator takes into account the fact that
the dust density is smaller in larger-volume galaxies assuming total
dust mass is constant. In fact, CANDELS data show that dust mass
is not constant – smaller galaxies with lower projected a on average
have less dust than larger galaxies (at fixed mass and redshift, Lin
et al., in prep.). However, Fig. 5 shows that galaxies of all shapes
tend to appear in a narrow slice of projected a, i.e., that the amount
of ‘a-crossing’ due to projection e�ects is small, even for prolate
and triaxial objects. That being the case, it is appropriate to think of
our optical depth maps as representing the variation of AV within
a single slice of projected a, and this philosophy will be utilized in
the analysis below.

Next we demonstrate our method to calculate the mean path
length L. As shown in Fig. 21, we first divide the whole image5

with four concentric ellipses, the semi-major axes of which are
0.2, 0.4, 0.6, and 0.8Re, respectively. On each semi-major axis we
pick 5 sample points, corresponding to r = 0.1, 0.3, 0.5, 0.7 and

5 In the solid ellipsoid modeling of galaxies, such an image is simply the
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Nearby large galaxies are mostly spheroids and disks — but they start out looking more like pickles.

We see galaxies in all possible orientations 

Let’s orient them with their long axes horizontal and see the short/long axis ratio distribution

Spheroidal 

galaxies 
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axis ratio 

Disk 
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How Can We Determine 3D Galaxy Shapes from 2D Telescope Images? Statistics!



b/a - log a distribution modeling to determine the shape distribution statistics

The Evolution of Galaxy Shapes in CANDELS: from Prolate to Oblate  
Haowen Zhang, Joel R. Primack, S. M. Faber, David C. Koo, Avishai Dekel, Zhu Chen, Daniel Ceverino, Yu-Yen Chang, Jerome J. Fang, 

Yicheng Guo, Lin Lin, and Arjen van der Wel       MNRAS 484, 5170 (2019)



Projected b/a - log a distributions of CANDELS galaxies in redshift-mass bins 

The Evolution of Galaxy Shapes in CANDELS: from Prolate to Oblate 

mass 
increasing

redshift 
increasing

galaxy 
evolution

Every dot is a CANDELS galaxy!
Zhang et al. 2019
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Dark matter halos are elongated, especially !
near their centers.  Initially stars follow the !
gravitationally dominant dark matter, as shown.!
But later as the ordinary matter central density 
grows and it becomes gravitationally dominant, 
the star and dark matter distributions both 
become disky — as observed by Hubble 
Space Telescope  (van der Wel+ ApJL Sept 
2014).!

Our cosmological zoom-in simulations often produce elongated galaxies like the observed 
ones.  The elongated distribution of stars follows the elongated inner dark matter halo.

RP



Our cosmological zoom-in simulations often produce elongated galaxies like observed 
ones.  The elongated distribution of stars follows the elongated inner dark matter halo. 
Here we show the evolution of the dark matter and stellar mass distributions in our 
zoom-in galaxy simulation VELA28, viewed from the same fixed vantage point.

DM starsVELA28-gen3

30 kpc 30 kpc



In hydro sims, dark-matter dominated galaxies are 
prolateCeverino, Primack, Dekel

M* <1010 M☉ at z=2
Stars

Dark matter

20 kpc

MNRAS 453, 408 (2015)

Formation of elongated galaxies with low masses at 
high redshift

Tomassetti et al. 2016 MNRAS

Daniel Ceverino, Joel Primack and Avishai Dekel MNRAS 2015

Simulated elongated galaxies are 
aligned with cosmic web filaments, 
become round after compaction 
(gas inflow fueling central starburst)

Pandya, Primack, et al. 2019 Alignments of prolate galaxies trace cosmic web?



Cosmological zoom-in simulations model how individual galaxies evolve through 
the interaction of atomic matter, dark matter, and dark energy

Our VELA galaxy simulations agree with HST CANDELS observations that most 
galaxies start prolate, becoming spheroids or disks after compaction events

A deep learning code was trained with VELA galaxy images plus metadata 
describing whether they are pre-compaction, compaction, or post-compaction

The trained deep learning code was able to identify the compaction and post-
compaction phases in CANDELized images

The trained deep learning code was also able to identify these phases in real HST 
CANDELS observations, finding that compaction occurred for stellar mass 109.5 -10.3 
Msun, as in the simulations

James Webb Space Telescope will allow us to do even better

Deep Learning Identifies High-z Galaxies in a Central 
Blue Nugget Phase in a Characteristic Mass Range 

“Face Recognition for Galaxies”

Marc Huertas-Company, Joel Primack, Avishai Dekel, David Koo, Sharon Lapiner, 
Daniel Ceverino, Raymond Simons, Greg Snyder, et al.       ApJ 2018



 Pre-BN         BN        Post-BN

VELA High-Res 
Sunrise Images

VELA HST-Res 
Sunrise Images

CANDELS HST 
Images

“Face Recognition for Galaxies”
Huertas-Company,

Primack, et al. ApJ 2018



Stellar mass distributions of HST CANDELS galaxies in pre-compaction, compaction, 
and post-compaction phases in different redshift bins. The DL code correctly shows 
the temporal evolution.  Galaxies in the compaction phase typically peak at stellar 
masses 109.5−10 Msun at all redshifts, as in the VELA simulations.
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Figure 13. Stellar mass distributions of CANDELS galaxies in pre-BN (blue lines), BN (green lines) and post-BN (red lines) for di�erent redshift bins as
labelled. Galaxies in the BN phase typically peak at stellar masses of 109.5�10 at all redshifts as predicted by the simulations. The vertical dashed lines show
the completeness limits from Huertas-Company et al. (2016).

Figure 14. Redshift evolution of the fractions of CANDELS galaxies in pre-BN (blue lines), BN (green lines) and post-BN (red lines) for di�erent stellar
mass bins as labelled. In the redshift range of CANDELS (1 < z < 3), BNs dominate at a characteristic stellar mass of ⇠ 109.5�10M� as predicted by the
simulations.

the BN at the turning point. This L-shape is similar to the observed
distribution Barro et al. (2013, 2017).

Our classification allows us to explore how galaxies in the dif-
ferent phases distribute in the observed plane. We can thus quantify
if the di�erent phases (pre-BN, BN and post-BN) occupy also well
separated regions in the sSFR�⌃ plane in the observations as seen
in the simulations. This also will determine whether the central
mass density is indeed a good tracer of the phase.

We show in figure 15 the sSFR � ⌃1 plane for pre-BN, BN
and post-BN galaxies. ⌃1 is the mass density in the central kpc as
computed in Barro et al. (2017). As previously reported, galaxies
form a characteristic L-shape distribution in the plane.

Several interesting conclusions can be extracted from this plot
when the three di�erent phases are overlaid by color coding. Firstly,
it is interesting to notice that, despite some significant confusion,
the median position (large dots in the figure) of pre-BN, BN and
post-BN galaxies is di�erent, and crudely follow the expected evo-
lutionary sequence. Pre-BN galaxies tend to be indeed in the main-
sequence and have low central density values while post-BN galax-
ies have lower specific star-formation rates and larger central den-

sities. BN galaxies lie in between. Given our results of section 5.3,
this suggests that there is an evolutionary sequence in the plane and
that galaxies tend to move from left to right. It is the first time that
temporal constraints are established directly from the data.

We observe however that there is a significant overlap between
the di�erent phases in the three quadrants of the sSFR � ⌃1 dia-
gram. For example, several galaxies are classified as post-BN while
they have low ⌃1 values. Also, there is mixing of low sSFR and
high sSFR compact galaxies that is not fully consistent with the
distinction between the BN and post-BN phases in the simulations.
For comparison, we show the same plot for the VELA simulations
which shows a clearer separation, namely a stronger correlation be-
tween the three phases as defined based on the gas/SFR distribution
and the distribution to three quadrants in the sSFR�⌃1 diagram as
derived from the stellar distribution.

What can we learn from this? It might be, first of all, a con-
sequence of classification errors which of course are present in
our data. As a matter of fact, when the probability threshold used
to define classes is increased, the separation appears more clearly.
However, the bottom panels of figure 15 show the sSFR� ⌃1 plane

MNRAS 000, 1–?? (2017)
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Figure 10. Fraction of star-forming galaxies with at least one off-center UV clump in different redshift and M∗ bins. The upper panels show the results without
correcting for the detection incompleteness, while the lower panels show the results with correcting for the incompleteness through Equation (2). Each colored point
is the error-weighted average of the GOODS-S and UDS results. The hats of the upper and lower error bars of each data point have different lengths: the longer hat
shows the fraction of GOODS-S, while the shorter one shows that of UDS. The errors of GOODS-S and UDS fractions are not shown, but the relative errors between
the two fields can be inferred from the distances of each data point to the two hats of its error bar. In the upper left panel, dashed and dotted lines show fclumpy under an
aggressive (Lblob/Lgalaxy = 0.05) and a conservative (Lblob/Lgalaxy = 0.1) clump definitions, respectively. The color of each dashed or dotted line matches the color
of the symbols to show its M∗ range. In the upper right panel, dashed lines show fclumpy measured through comparing real galaxies with redshifted fiducial galaxies
to take into account the clump/blob blending effects (see Section 7.1 for details). In the lower left panel, several measurements of fclumpy from other studies are also
plotted. The summary of the previous results is given in Table 1.

without taking into account the incompleteness of our clump
detection. As shown in Figures 6 and 7, although the com-
pleteness is relatively high for our clumps (i.e., blobs with high
Lblob/Lgalaxy), it is still not unity. Therefore, we may underes-
timate fclumpy because of the missing clumps. To correct for
the incompleteness, we calculate a new fclumpy using the fol-
lowing formula, assuming the undetected clumps are randomly
distributed in the galaxies in our sample:

f new
clumpy = f old

clumpy +
1
nc

(
1
X

− 1
)(

f old
clumpy

)

− 1
nc

(
1
X

− 1
)(

f old
clumpy
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where f old
clumpy and f new

clumpy are the clumpy fractions before and
after the incompleteness correction is applied, X the clump
detection completeness, and nc the average number of clumps
in each clumpy galaxy. The second term on the right hand side
takes into account the contribution of undetected clumps, while
the third term takes into account the fact that some undetected

clumps may be in a galaxy that has already been classified as
clumpy, in which case the number of clumpy galaxies should
not be increased.

The new clumpy fraction (f new
clumpy) depends on how many

clumps (nc) a clumpy galaxy has. In the bottom panels of
Figure 10, we plot the results with the assumption of nc = 2.
Compared with the top panels, although the amplitudes of
fclumpy in different redshift and M∗ bins are scaled up by, on
average, a factor of ∼ 1.2, the trends with redshift and M∗ are
almost unchanged by taking into account the undetected clumps.
This is also true if we assume nc = 1, the most extreme case
where each clumpy galaxy only intrinsically has one clump. In
that case, the amplitude will be systematically scaled up by a
factor ∼ 1.3, compared to the top panels.

In this paper, we use fclumpy under our default clump definition
(Lblob/Lgalaxy = 0.08) and after the incompleteness correction
with nc = 2 as our best measurement (the bottom panels of
Figure 10). Overall, low-mass galaxies (log(M∗/M⊙) < 9.8)
keep a constant fclumpy of ∼ 60% from z ∼ 3 to z ∼ 0.5.
Intermediate-mass galaxies (9.8 < log(M∗/M⊙) < 10.6) keep
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Figure 10. Fraction of star-forming galaxies with at least one off-center UV clump in different redshift and M∗ bins. The upper panels show the results without
correcting for the detection incompleteness, while the lower panels show the results with correcting for the incompleteness through Equation (2). Each colored point
is the error-weighted average of the GOODS-S and UDS results. The hats of the upper and lower error bars of each data point have different lengths: the longer hat
shows the fraction of GOODS-S, while the shorter one shows that of UDS. The errors of GOODS-S and UDS fractions are not shown, but the relative errors between
the two fields can be inferred from the distances of each data point to the two hats of its error bar. In the upper left panel, dashed and dotted lines show fclumpy under an
aggressive (Lblob/Lgalaxy = 0.05) and a conservative (Lblob/Lgalaxy = 0.1) clump definitions, respectively. The color of each dashed or dotted line matches the color
of the symbols to show its M∗ range. In the upper right panel, dashed lines show fclumpy measured through comparing real galaxies with redshifted fiducial galaxies
to take into account the clump/blob blending effects (see Section 7.1 for details). In the lower left panel, several measurements of fclumpy from other studies are also
plotted. The summary of the previous results is given in Table 1.

without taking into account the incompleteness of our clump
detection. As shown in Figures 6 and 7, although the com-
pleteness is relatively high for our clumps (i.e., blobs with high
Lblob/Lgalaxy), it is still not unity. Therefore, we may underes-
timate fclumpy because of the missing clumps. To correct for
the incompleteness, we calculate a new fclumpy using the fol-
lowing formula, assuming the undetected clumps are randomly
distributed in the galaxies in our sample:
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where f old
clumpy and f new

clumpy are the clumpy fractions before and
after the incompleteness correction is applied, X the clump
detection completeness, and nc the average number of clumps
in each clumpy galaxy. The second term on the right hand side
takes into account the contribution of undetected clumps, while
the third term takes into account the fact that some undetected

clumps may be in a galaxy that has already been classified as
clumpy, in which case the number of clumpy galaxies should
not be increased.

The new clumpy fraction (f new
clumpy) depends on how many

clumps (nc) a clumpy galaxy has. In the bottom panels of
Figure 10, we plot the results with the assumption of nc = 2.
Compared with the top panels, although the amplitudes of
fclumpy in different redshift and M∗ bins are scaled up by, on
average, a factor of ∼ 1.2, the trends with redshift and M∗ are
almost unchanged by taking into account the undetected clumps.
This is also true if we assume nc = 1, the most extreme case
where each clumpy galaxy only intrinsically has one clump. In
that case, the amplitude will be systematically scaled up by a
factor ∼ 1.3, compared to the top panels.

In this paper, we use fclumpy under our default clump definition
(Lblob/Lgalaxy = 0.08) and after the incompleteness correction
with nc = 2 as our best measurement (the bottom panels of
Figure 10). Overall, low-mass galaxies (log(M∗/M⊙) < 9.8)
keep a constant fclumpy of ∼ 60% from z ∼ 3 to z ∼ 0.5.
Intermediate-mass galaxies (9.8 < log(M∗/M⊙) < 10.6) keep
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Figure 10. Fraction of star-forming galaxies with at least one off-center UV clump in different redshift and M∗ bins. The upper panels show the results without
correcting for the detection incompleteness, while the lower panels show the results with correcting for the incompleteness through Equation (2). Each colored point
is the error-weighted average of the GOODS-S and UDS results. The hats of the upper and lower error bars of each data point have different lengths: the longer hat
shows the fraction of GOODS-S, while the shorter one shows that of UDS. The errors of GOODS-S and UDS fractions are not shown, but the relative errors between
the two fields can be inferred from the distances of each data point to the two hats of its error bar. In the upper left panel, dashed and dotted lines show fclumpy under an
aggressive (Lblob/Lgalaxy = 0.05) and a conservative (Lblob/Lgalaxy = 0.1) clump definitions, respectively. The color of each dashed or dotted line matches the color
of the symbols to show its M∗ range. In the upper right panel, dashed lines show fclumpy measured through comparing real galaxies with redshifted fiducial galaxies
to take into account the clump/blob blending effects (see Section 7.1 for details). In the lower left panel, several measurements of fclumpy from other studies are also
plotted. The summary of the previous results is given in Table 1.

without taking into account the incompleteness of our clump
detection. As shown in Figures 6 and 7, although the com-
pleteness is relatively high for our clumps (i.e., blobs with high
Lblob/Lgalaxy), it is still not unity. Therefore, we may underes-
timate fclumpy because of the missing clumps. To correct for
the incompleteness, we calculate a new fclumpy using the fol-
lowing formula, assuming the undetected clumps are randomly
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clumpy are the clumpy fractions before and
after the incompleteness correction is applied, X the clump
detection completeness, and nc the average number of clumps
in each clumpy galaxy. The second term on the right hand side
takes into account the contribution of undetected clumps, while
the third term takes into account the fact that some undetected

clumps may be in a galaxy that has already been classified as
clumpy, in which case the number of clumpy galaxies should
not be increased.

The new clumpy fraction (f new
clumpy) depends on how many

clumps (nc) a clumpy galaxy has. In the bottom panels of
Figure 10, we plot the results with the assumption of nc = 2.
Compared with the top panels, although the amplitudes of
fclumpy in different redshift and M∗ bins are scaled up by, on
average, a factor of ∼ 1.2, the trends with redshift and M∗ are
almost unchanged by taking into account the undetected clumps.
This is also true if we assume nc = 1, the most extreme case
where each clumpy galaxy only intrinsically has one clump. In
that case, the amplitude will be systematically scaled up by a
factor ∼ 1.3, compared to the top panels.

In this paper, we use fclumpy under our default clump definition
(Lblob/Lgalaxy = 0.08) and after the incompleteness correction
with nc = 2 as our best measurement (the bottom panels of
Figure 10). Overall, low-mass galaxies (log(M∗/M⊙) < 9.8)
keep a constant fclumpy of ∼ 60% from z ∼ 3 to z ∼ 0.5.
Intermediate-mass galaxies (9.8 < log(M∗/M⊙) < 10.6) keep
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Figure 10. Fraction of star-forming galaxies with at least one off-center UV clump in different redshift and M∗ bins. The upper panels show the results without
correcting for the detection incompleteness, while the lower panels show the results with correcting for the incompleteness through Equation (2). Each colored point
is the error-weighted average of the GOODS-S and UDS results. The hats of the upper and lower error bars of each data point have different lengths: the longer hat
shows the fraction of GOODS-S, while the shorter one shows that of UDS. The errors of GOODS-S and UDS fractions are not shown, but the relative errors between
the two fields can be inferred from the distances of each data point to the two hats of its error bar. In the upper left panel, dashed and dotted lines show fclumpy under an
aggressive (Lblob/Lgalaxy = 0.05) and a conservative (Lblob/Lgalaxy = 0.1) clump definitions, respectively. The color of each dashed or dotted line matches the color
of the symbols to show its M∗ range. In the upper right panel, dashed lines show fclumpy measured through comparing real galaxies with redshifted fiducial galaxies
to take into account the clump/blob blending effects (see Section 7.1 for details). In the lower left panel, several measurements of fclumpy from other studies are also
plotted. The summary of the previous results is given in Table 1.

without taking into account the incompleteness of our clump
detection. As shown in Figures 6 and 7, although the com-
pleteness is relatively high for our clumps (i.e., blobs with high
Lblob/Lgalaxy), it is still not unity. Therefore, we may underes-
timate fclumpy because of the missing clumps. To correct for
the incompleteness, we calculate a new fclumpy using the fol-
lowing formula, assuming the undetected clumps are randomly
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after the incompleteness correction is applied, X the clump
detection completeness, and nc the average number of clumps
in each clumpy galaxy. The second term on the right hand side
takes into account the contribution of undetected clumps, while
the third term takes into account the fact that some undetected

clumps may be in a galaxy that has already been classified as
clumpy, in which case the number of clumpy galaxies should
not be increased.

The new clumpy fraction (f new
clumpy) depends on how many

clumps (nc) a clumpy galaxy has. In the bottom panels of
Figure 10, we plot the results with the assumption of nc = 2.
Compared with the top panels, although the amplitudes of
fclumpy in different redshift and M∗ bins are scaled up by, on
average, a factor of ∼ 1.2, the trends with redshift and M∗ are
almost unchanged by taking into account the undetected clumps.
This is also true if we assume nc = 1, the most extreme case
where each clumpy galaxy only intrinsically has one clump. In
that case, the amplitude will be systematically scaled up by a
factor ∼ 1.3, compared to the top panels.

In this paper, we use fclumpy under our default clump definition
(Lblob/Lgalaxy = 0.08) and after the incompleteness correction
with nc = 2 as our best measurement (the bottom panels of
Figure 10). Overall, low-mass galaxies (log(M∗/M⊙) < 9.8)
keep a constant fclumpy of ∼ 60% from z ∼ 3 to z ∼ 0.5.
Intermediate-mass galaxies (9.8 < log(M∗/M⊙) < 10.6) keep
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∼ 70 per cent of the optical detected clumps are detected in at least
three bands.

We follow the procedure described in Section 2.4 for the esti-
mation of clump fluxes. In summary, the clump flux is obtained by
performing a four pixel aperture photometry at the clump position
after removing the flux coming from the disc at the same position
and correcting for the PSF aperture. To account for the PSF, we
apply a factor of 1.28 (1.55) to the aperture fluxes measured with the
ACS (WFC3) cameras. These factors are calibrated by computing
the ratio of four pixel aperture fluxes over total fluxes in ACS
and WFC3 PSFs. The factor is slightly larger for WFC3 because
the PSFs are wider. The disc flux is computed by using the best
Sersic model for each galaxy in the H band (van der Wel et al.
2012 for the observations). Since structural parameters can change
with wavelength, we use the multiwavelength fits to the 2D surface
brightness profiles of H-band selected galaxies brighter than H =
23.5 published in Dimauro et al. (2018) to check that using the
values derived in the H band does not significantly change the
final clump flux for the brighter galaxies for which we have the
structural parameters measured in all wavelengths. Therefore, we
assumed that the same will be true for the fainter galaxies and
decided to keep the H-band measurements for all galaxies to preserve
homogeneity.

We then perform a fit of the seven band clump SEDs built as
explained in the previous section using the Bayesian code BAG-
PIPES (Carnall et al. 2018). Given the poor photometric coverage of
our data, we use a simple tau model for all the clumps with a Calzetti
et al. (2000) dust attenuation law. We use BC03 models (Bruzual &
Charlot 2003) and a Kroupa IMF (Kroupa 2001). The redshift
is fixed at the galaxy spectroscopic redshift when available; if
not, the best photometric redshift is used. For the simulations,
we use the known redshift. We are fully aware that a simplistic
tau model is probably not the best Star Formation History (SFH)
model for a clump. We tried an alternative model with constant
SFH and the derived stellar masses are essentially the same. As
we will discuss in the following sections, a possible route for
improvement is the use of non-parametric approaches (e.g. Lower
et al. 2020) but this is for now out of the scope of this work. The
top panel of Fig. 7 shows an example of the best-fitting model of an
observed clump which has been detected in the seven photometric
bands.

The analysis in the forthcoming sections uses exclusively the
stellar mass of the clump. Although the spectral resolution of our data
is poor, we find that stellar masses are relatively well constrained by
the SED fitting procedure with a typical 1σ confidence interval from
the posterior distribution of ∼0.3 dex. For the cases where fewer than
three photometric values are used, the stellar mass uncertainties are
around ∼0.6−0.7 dex. This is certainly high and must be kept in
mind when analysing the results presented in the following sections.
Having access to the full posterior enables us to propagate the errors
on to the different measurements, as we will discuss as well in the
following sections. Fig. 8 shows some examples of galaxies with
detected massive clumps observed both in the optical and UV rest
frames.

Other quantities, such as metallicities and ages are significantly
more degenerate, as can be appreciated in the corner plot of
Fig. 7. This is naturally expected from a model constrained with
only a few data points. It therefore becomes difficult to use such
data for any scientific analysis. Hence, we have decided not to
discuss clump ages in this work. This will be done in forthcoming
dedicated work using an alternative approach (Ginzburg et al. in
preparation).

(a)

(b)

Figure 7. Example of fitting of a clump SED. The (a) measured fluxes of
clumps in seven different bands (blue filled circles) along with the best-fitting
spectrum. The shaded yellow region indicates the 1σ confidence interval
from the posterior distribution. (b) Corner plot including several parameters
estimated from the best-fitting model. Stellar mass is the best constrained
parameter with a typical uncertainty of 0.3 dex.

4.4 Impact of observational effects on clump stellar masses and
completeness

The comparison with simulations allows us to quantify the impact
of observational effects on the derived clump properties from the
CANDELS images. Given that the true stellar mass of the clumps is
known in the simulation, we can use this as an estimator of the
completeness of our deep learning based detector and to assess
the accuracy of the clump mass measurements. We use the clumps
identified in 3D by Mandelker et al. (2017) as a reference and then
match with the 2D detections. Given the much lower resolution of the
Candelized images, it is difficult to associate a 2D detection with one
unique 3D clump because of blending (see e.g. Moody et al. 2014;
Meng & Gnedin 2020). Therefore, in order to perform the matching
between 2D and 3D, we follow an alternative approach. We divide
the Candelized image in small boxes of 10 × 10 pixels (∼4.8 kpc)
and compute the total stellar mass in clumps in the region from the
original 3D simulations that falls within each box. We essentially
use the clump stellar mass in the catalogues from Mandelker et al.
(2017) and add all the clump stellar masses in the 10 × 10 pixels
region. We then consider that there has been a detection if there is a
2D clump inside the box and associate to the 2D detection the total
clump mass computed. We find that ∼ 10 per cent of the 2D clumps
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Massive stellar clumps are often unresolved and blended with surrounding starlight 

We taught a Deep Learning code to measure M* and ages of simulated clumps, and 
then applied the DL code to measure clumps in CANDELS galaxies
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Figure 9. Calibration of the deep learning based clump detector completeness with numerical simulations. The figure shows the fraction of 3D clumps detected
in the 2D mock Candelized images from the VELA numerical simulation as a function of the true clump stellar mass from the 3D simulations (left-hand and
middle panels) and as a function of the ratio between clump mass and galaxy mass (right-hand panel). The true mass is computed by adding all clump masses
within a 10 × 10 pixel region (see text for details). In the left-hand, panel each line shows a different redshift bin as labelled. In the middle panel, the lines
indicated different galaxy stellar mass bins. In the right-hand panel, the completeness is shown as a function of ratio between the clump mass and the galaxy
mass. The dotted and dashed vertical lines show clump masses of 107 and 107.5 solar masses, respectively. The clump detector detects ∼ 80 per cent of all
clumps more massive than 107 solar masses and relative masses larger than ∼ 1 per cent. Below these thresholds, the completeness starts decreasing. Since the
threshold of ∼ 1 per cent corresponds to different clump masses depending on the galaxy mass, we measure a difference in completeness for low mass and
massive galaxies in the middle panel.

Figure 10. Relation between true clump stellar masses derived from the 3D simulation and stellar masses estimated through SED fitting on the mock Candelized
images (see text for details on how both 3D and 2D clumps are matched). Each point is a clump. The colour code indicates the distance of the clump to the
galaxy centre normalized by the effective radius. The dotted line indicates the median values and the dashed black lines the standard deviation. (a) The y-axis
shows the values directly obtained from the SED fitting procedure. Although there is a correlation between the true and estimated clump masses, the masses
derived in 2D severely overestimate the true clump stellar masses. (b) The y-axis shows the corrected values with a mixture density network (see text for details).
Once the correction is applied, the mass measurements from the 2D images better agree with the 3D mass measurements and also the scatter is reduced. A bias
remains, especially at the high mass end. (c) The y-axis shows the corrected values with the same mixture density network but modified to account for the prior
of the VELA distribution. The bias at the high mass end is reduced.

about an order of magnitude. This is true even after adding up all
the masses of all clumps in the box. Although surprising, these
results are in agreement with previous works, which also estimate
that the different observational effects can lead to a factor of 10
overestimation of the mass (Cava et al. 2018; Meng & Gnedin
2020).

There are several reasons that can explain this big difference.
One is obviously spatial resolution, which causes clumps to be
blended in the 2D images. We have estimated that each 2D detection
corresponds on average to three 3D clumps (see also Moody et al.
2014). Even if this is partially taken into account by adding up the

stellar mass of all 3D clumps in a region, blending causes the 2D
clump region to also be contaminated by emission from the galaxy
which in turn overestimates the mass. The colour code of Fig. 10
shows the distance of each clump to the galaxy centre. Clumps for
which the stellar mass is most overestimated indeed tend to be in
the inner regions where the emission from the galaxy is stronger.
This confirms that contamination from the galaxy flux certainly
contributes to the overestimation. Another possibility is that the
SFHs adopted to fit the SEDs are not adapted for clumps, which
are expected to have bursty star formation histories. We recall that
we also tried constant SFHs without major changes in the resulting
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middle panels) and as a function of the ratio between clump mass and galaxy mass (right-hand panel). The true mass is computed by adding all clump masses
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indicated different galaxy stellar mass bins. In the right-hand panel, the completeness is shown as a function of ratio between the clump mass and the galaxy
mass. The dotted and dashed vertical lines show clump masses of 107 and 107.5 solar masses, respectively. The clump detector detects ∼ 80 per cent of all
clumps more massive than 107 solar masses and relative masses larger than ∼ 1 per cent. Below these thresholds, the completeness starts decreasing. Since the
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images (see text for details on how both 3D and 2D clumps are matched). Each point is a clump. The colour code indicates the distance of the clump to the
galaxy centre normalized by the effective radius. The dotted line indicates the median values and the dashed black lines the standard deviation. (a) The y-axis
shows the values directly obtained from the SED fitting procedure. Although there is a correlation between the true and estimated clump masses, the masses
derived in 2D severely overestimate the true clump stellar masses. (b) The y-axis shows the corrected values with a mixture density network (see text for details).
Once the correction is applied, the mass measurements from the 2D images better agree with the 3D mass measurements and also the scatter is reduced. A bias
remains, especially at the high mass end. (c) The y-axis shows the corrected values with the same mixture density network but modified to account for the prior
of the VELA distribution. The bias at the high mass end is reduced.

about an order of magnitude. This is true even after adding up all
the masses of all clumps in the box. Although surprising, these
results are in agreement with previous works, which also estimate
that the different observational effects can lead to a factor of 10
overestimation of the mass (Cava et al. 2018; Meng & Gnedin
2020).

There are several reasons that can explain this big difference.
One is obviously spatial resolution, which causes clumps to be
blended in the 2D images. We have estimated that each 2D detection
corresponds on average to three 3D clumps (see also Moody et al.
2014). Even if this is partially taken into account by adding up the

stellar mass of all 3D clumps in a region, blending causes the 2D
clump region to also be contaminated by emission from the galaxy
which in turn overestimates the mass. The colour code of Fig. 10
shows the distance of each clump to the galaxy centre. Clumps for
which the stellar mass is most overestimated indeed tend to be in
the inner regions where the emission from the galaxy is stronger.
This confirms that contamination from the galaxy flux certainly
contributes to the overestimation. Another possibility is that the
SFHs adopted to fit the SEDs are not adapted for clumps, which
are expected to have bursty star formation histories. We recall that
we also tried constant SFHs without major changes in the resulting
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Figure 14. Total fraction of stellar mass in clumps more massive than 107 solar masses in CANDELS star-forming galaxies as a function of (a) stellar mass,
(b) !log sSFR, and (c) !log Re. Each colour/symbol shows a different redshift bin as labelled. Error bars are computed through multiple samples of the stellar
mass posterior distributions. Shaded regions are model uncertainties due to the correction applied to the clump stellar masses. On average, clumps account for
∼ 2 − 5 per cent of the total stellar mass. Clumps tend to represent a larger fraction of the stellar mass in low mass, high sSFR, and large radius galaxies.

4.6 Contribution of clumps to stellar mass

In order to better investigate how the clump abundances depend on
different galaxy properties without being affected by small numbers,
we adopt a summary statistic which measures the total fraction of
stellar mass (C∗) contained in clumps. C∗ is directly related to the
integral of the cSMF and can be estimated by dividing the total clump
stellar mass by the total galaxy mass in a given sample. For the sake
of clarity, we only report results using corrected masses with a flat
prior, although the main trends do not change if a VELA prior is
used. We therefore set here a lower limit of 107 solar masses for the
clumps to avoid incompleteness issues.

4.6.1 Observations

The left-hand panel of Fig. 14 shows C∗ as a function of galaxy
stellar mass and redshift for all our CANDELS sample. Error bars
are computed by performing 100 Monte Carlo simulations through
the sampling of the posteriors of the clump stellar masses. For every
iteration, we sample the posterior to associate a stellar mass to
every clump and recompute C∗. The reported values of C∗ are then
the median values of the different realizations and the error bars
correspond to the standard deviation from the different samples. The
shaded regions show the range of values depending on the neural
network model used to correct the stellar masses among the 100
realizations. The figure first shows that C∗ decreases with increasing
galaxy mass. For galaxies more massive than 1010 solar masses,
clumps contain on average between ∼ 2 and ∼ 5 per cent of the
total stellar mass. The fraction increases for low mass galaxies,
reaching 10 − 15 per cent although the uncertainties are large. This
large uncertainty at low masses is driven by low statistics and the
uncertainties regarding the amount of massive clumps reported in
the previous section. Higher redshift galaxies tend also to have
larger fractions of mass in clumps since the red points in Fig. 14
are systematically above the blue ones.

The average value of ∼ 2 − 5 per cent of the stellar mass seems to
be smaller than values reported in the literature with smaller samples
too. Förster Schreiber et al. (2011) quotes for example fractions of ∼
10 − 20 per cent of the galaxy stellar mass in clumps using a sample
of six galaxies. In the recent work by Zanella et al. (2019), the authors

analysed ∼50 star-forming galaxies and found that ∼ 20 per cent of
the stellar mass is in compact clumps which should be comparable
to our selection. There are several reasons why our measurements
are smaller. First of all, and most importantly, we are correcting the
clump stellar masses for the overestimation reported in Section 4.4.
This correction primarily reduces the clump stellar masses by an
order of magnitude, therefore reducing their contribution to the total
galaxy mass. We assume that previous measurements could have
suffered from similar overestimations and thus reported larger values.
However, even if we use uncorrected clump mass measurements, C∗
typically reaches values of ∼ 5 − 7 per cent, which is still smaller
than other reported values. Another factor is that our analysis is made
on a complete sample of galaxies (1500 as opposed to a few tens). Our
sample thus contains clumpy galaxies but also galaxies which do not
host any clump, so the overall stellar mass fraction decreases. Wuyts
et al. (2012) measured indeed a value of C ∗ ∼ 7.5 per cent using
both clumpy and non-clumpy galaxies, which is in better agreement
with our uncorrected measurements. Additionally, the Zanella et al.
(2019) sample, for example, is dominated by galaxies with stellar
masses lower than 1010 solar masses for which we also measure a
larger contribution of clumps (Fig. 14a). Approximately 10 per cent
of their sample is made of starbursts which can also boost the obtained
stellar mass fractions.

Our mass complete sample allows us to also investigate how the
abundance of clumps depends on galaxy properties, which is more
difficult with incomplete samples such as the ones usually explored
in the previous works. We focus here on effective radius (Re) and
sSFR. There are indeed well-established scaling relations between
stellar mass and size and stellar mass and SFR (the star formation
main sequence) which have been extensively studied (e.g. Whitaker
et al. 2012; van der Wel et al. 2014) and are thought to be central
for describing major evolutionary tracks of galaxies (e.g. Barro et al.
2014; Rodrı́guez-Puebla et al. 2017; Chen et al. 2019; Lin et al.
2019). Our goal is to investigate whether clumps can provide clues
about the physics of galaxies along these tracks.

We therefore start by analysing whether clumps are more likely
to be formed in galaxies which deviate from these median scaling
relations. We adopt here !log sSFR and !log Re as main proxies,
which precisely measure how far the sSFR and the effective radius
are from the median log10(M∗/M⊙)–log10sSFR and log10(M∗/M⊙)–
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to the clump. We then subtract the background contribution from the
clump, to achieve the final estimate of the flux. We adopt here one
successful method, namely bgsub v4, and refer the reader to Guo
et al. (2018 ) for a comparison of different methods for background
subtraction. We then apply the Bayesian SED fitting tool bagpipes
(Carnall et al. 2018 ) to the flux catalogue. We use a τ model for the
SFH, and allow for a constant SFH as well. We use a Calzetti dust
attenuation model and a Kroupa initial mass function (Calzetti et al.
2000; Kroupa 2001). The redshift of the clumps is fixed to the redshift
of the galaxy, which is either from spectroscopy or based on the best
photometric redshift available.

The true SFH of clumps is not known. The effect of the assumed
SFH on estimated parameters from the SED fitting can be significant.
SFR and ages are most affected by the choice of model, and can
sustain systematic offsets of 0.25 −0.3 dex, respectively, for distant
galaxies, while the derived mass is usually more robust (Lee et al.
2018 ). One of the advantages of our method is that we do not
assume any SFH for our classification, and depends only on the
physical recipes embedded in the simulations. Since there is no
reason to believe that either class suffers different systematic offsets,
our method provides the opportunity to look how clump properties
change between LLCs and SLCs, without relying on the effects of
the assumed SFH on the age.

5.2 Results

We apply our pipeline on all of the galaxies, to construct an observed
clump catalogue with positions determined by the UNet detector and
longevity classification determined by our CNN classifier. We then
perform the SED fitting procedure on all detected clumps to obtain
the clumps’ properties.

In order to make a fair comparison between the observed and
simulated clumps, we should construct from the VELA simulations
a clump catalogue that undergoes the same pipeline as the observed
galaxies. This is done by applying our pipeline to 17 VELA
CANDELized galaxies, as described in Section 3.2. This is important
so both samples will be introduced to the same errors (e.g. errors
introduced by the machine, SED fitting errors, etc.). A comparison
of the 3D clump catalogue in VELA with the VELA CANDELized
clumps and with the CANDELS clump properties has been carried
out in Huertas-Company et al. (2020). Here, we refer to VELA’s
clumps only via the CANDELized data set. Furthermore, given the
different distribution of galaxy masses, redshifts, and galaxy sizes
between VELA and CANDELS, we randomly draw CANDELS
galaxies to roughly match the VELA distribution.

In order to reduce contamination by the bulge, we only analyse
clumps detected outside 0.5 Re. Also, since in this study we choose
to focus on in situ clumps, we only analyse clumps within 3Re in
an attempt to reduce contamination by merging galaxies. Similar
constraints were applied in other analyses (Shibuya et al. 2016; Guo
et al. 2018 ; Huertas-Company et al. 2020).

5.2.1 Mass functions for LLC and SLC in CANDELS versus VELA

Fig. 10 shows the clump mass function of the clumps detected by our
deep learning pipeline, using the masses derived from the SED fitting
scheme. Huertas-Company et al. (2020) studied the observational
effects on clump masses estimated using SED fitting, and found
a systematic offset (with respect to the 3D clumps in VELA) of
up to ∼1 dex, with a secondary dependence on the distance from
the centre. Here, we apply to the SED-fitted masses the Bayesian

Figure 10. The clump mass function – number of clumps per logarithmic
clump-mass bin per galaxy. Masses in both panels are corrected using
the Huertas-Company et al. (2020) scheme with the VELA prior (see text).
Only clumps that satisfy Mc/Mgal < 0.2 are included in the analysis, in order to
minimize the contamination by ex situ merged clumps. Top: The total clump
mass functions of VELA and CANDELS. The solid curve refers to the mass
function of VELA clumps, while the dashed curve refers to the mass function
of CANDELS clumps. Bottom: Clump mass function of each population (red
for LLCs, blue for SLCs). The vertical lines refer to the median of each
population. We can see that LLCs tend to be more massive than SLCs, both
in VELA and in CANDELS, and that there is a general agreement between
the number of clumps per galaxy for each type in each sample.

correction scheme proposed by Huertas-Company et al. (2020) for
a better match to the masses in the simulations. Huertas-Company
et al. (2020) suggested two different priors for correcting the masses.
Here, we use the ‘VELA’ prior, which uses the 3D VELA clump mass
function as the prior. This prior is biased at the poorly populated tails
of the mass function, at Mc ! 106 M⊙ and at Mc " 109 M⊙. It should
be noted that the other prior proposed by Huertas-Company et al.
(2020) has a flat massive-end tail, emphasizing the uncertainty in the
masses of massive clumps. The reader is referred to that paper for
more details and comparison between the methods.
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Figure 10. Fraction of star-forming galaxies with at least one off-center UV clump in different redshift and M∗ bins. The upper panels show the results without
correcting for the detection incompleteness, while the lower panels show the results with correcting for the incompleteness through Equation (2). Each colored point
is the error-weighted average of the GOODS-S and UDS results. The hats of the upper and lower error bars of each data point have different lengths: the longer hat
shows the fraction of GOODS-S, while the shorter one shows that of UDS. The errors of GOODS-S and UDS fractions are not shown, but the relative errors between
the two fields can be inferred from the distances of each data point to the two hats of its error bar. In the upper left panel, dashed and dotted lines show fclumpy under an
aggressive (Lblob/Lgalaxy = 0.05) and a conservative (Lblob/Lgalaxy = 0.1) clump definitions, respectively. The color of each dashed or dotted line matches the color
of the symbols to show its M∗ range. In the upper right panel, dashed lines show fclumpy measured through comparing real galaxies with redshifted fiducial galaxies
to take into account the clump/blob blending effects (see Section 7.1 for details). In the lower left panel, several measurements of fclumpy from other studies are also
plotted. The summary of the previous results is given in Table 1.

without taking into account the incompleteness of our clump
detection. As shown in Figures 6 and 7, although the com-
pleteness is relatively high for our clumps (i.e., blobs with high
Lblob/Lgalaxy), it is still not unity. Therefore, we may underes-
timate fclumpy because of the missing clumps. To correct for
the incompleteness, we calculate a new fclumpy using the fol-
lowing formula, assuming the undetected clumps are randomly
distributed in the galaxies in our sample:

f new
clumpy = f old

clumpy +
1
nc

(
1
X

− 1
)(

f old
clumpy

)

− 1
nc

(
1
X

− 1
)(

f old
clumpy

)2 (2)

where f old
clumpy and f new

clumpy are the clumpy fractions before and
after the incompleteness correction is applied, X the clump
detection completeness, and nc the average number of clumps
in each clumpy galaxy. The second term on the right hand side
takes into account the contribution of undetected clumps, while
the third term takes into account the fact that some undetected

clumps may be in a galaxy that has already been classified as
clumpy, in which case the number of clumpy galaxies should
not be increased.

The new clumpy fraction (f new
clumpy) depends on how many

clumps (nc) a clumpy galaxy has. In the bottom panels of
Figure 10, we plot the results with the assumption of nc = 2.
Compared with the top panels, although the amplitudes of
fclumpy in different redshift and M∗ bins are scaled up by, on
average, a factor of ∼ 1.2, the trends with redshift and M∗ are
almost unchanged by taking into account the undetected clumps.
This is also true if we assume nc = 1, the most extreme case
where each clumpy galaxy only intrinsically has one clump. In
that case, the amplitude will be systematically scaled up by a
factor ∼ 1.3, compared to the top panels.

In this paper, we use fclumpy under our default clump definition
(Lblob/Lgalaxy = 0.08) and after the incompleteness correction
with nc = 2 as our best measurement (the bottom panels of
Figure 10). Overall, low-mass galaxies (log(M∗/M⊙) < 9.8)
keep a constant fclumpy of ∼ 60% from z ∼ 3 to z ∼ 0.5.
Intermediate-mass galaxies (9.8 < log(M∗/M⊙) < 10.6) keep
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Figure 11. Probability distributions of clump radial position (in terms of Re), separated to SLC and LLC in both VELA and CANDELS (see labels). The
vertical lines indicate the medians of each distribution. The clump classes are determined by a probability threshold on the machine’s output of P0 = 0.5 and 0.7
in the left-hand and right-hand panels, respectively. We can see that regardless of sample and threshold, the LLCs are generally found to be closer than SLCs to
the centre. The LLCs are closer to the centre in VELA than in CANDELS.

Figure 12. Distribution of clumps’ host galaxy stellar mass (see labels).
Each galaxy is counted as many times as there are clumps of the given
type detected in that galaxy. LLCs tend to emerge in high-mass galaxies, of
1010 M⊙ and above. CANDELS shows a transition between SLC dominance
and LLC dominance at Mgal ∼ 1010.2, while in VELA the transition is at
higher masses.

physical parameters that correlate with the definition of LLCs, which
may dominate the machine’s decision. The most straightforward
parameters are clump mass and age. LLCs form stars for a longer
period of time, and, for a fixed clump radius, more massive clumps
are expected to be more resistant to disruption. While completely
or partially unresolved in observations, shape, and density contrast
are strong indicators in VELA for whether a clump is short lived or

long lived. LLCs are rounder (with shape parameter Sc ! 0.8, see
Section 3.1.2 for a definition) than SLCs (Sc " 0.4, see Fig. 4), and
they have a higher density contrast, with respect to their surroundings.
This is one of the properties that make them long lived. In fact, we
find in VELA that in the first snapshot in which they are identified,
LLCs already have a high-density contrast.

What does our machine use for classification? Since the mass
information, which corresponds to the absolute value of the pixels,
is hidden from the machine during training, by randomizing the
magnitudes (see Section 3.2), the only other information available
to the machine is colour information (the relative fluxes between the
different filters) and structural information. To test the effect of the
colour of the clumps, we completely randomized the magnitudes in
each filter independently, without changing the density distribution
that tells the structure within each image. For the same network
architectures used in the main study, the machine performance
became much inferior, reaching a completeness of ∼50 per cent and
a purity of ∼40 per cent, as compared to the ∼80 per cent achieved
in both scores by the fiducial models. The structural information of
the clump is probably less accessible to the machine, due to the small
square size we are using and the limited resolution.

To even further investigate this, we examine whether or not there
is a correlation between our classification to SLCs and LLCs and
age, estimated from the SED fitting. Fig. 13 shows the distribution
of ages of both VELA and CANDELS clumps of the two types, as
estimated from the SED fitting. We can see that LLCs tend to be
older, with a median age of ∼900 Myr, compared to only 300 Myr
for SLCs. We do note a high-mass tail in the SLC distribution. This
is largely due to the contamination by background stars. Indeed, as
discussed in Guo et al. (2018), the ages and colours of clumps at the
outskirts of the galaxy, which tend to be short lived (see Fig. 11), are
more affected by background stars.

It is important to note that the method we have developed in this
study does not assume any underlying model for deducing clump
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Figure 11. Probability distributions of clump radial position (in terms of Re), separated to SLC and LLC in both VELA and CANDELS (see labels). The
vertical lines indicate the medians of each distribution. The clump classes are determined by a probability threshold on the machine’s output of P0 = 0.5 and 0.7
in the left-hand and right-hand panels, respectively. We can see that regardless of sample and threshold, the LLCs are generally found to be closer than SLCs to
the centre. The LLCs are closer to the centre in VELA than in CANDELS.

Figure 12. Distribution of clumps’ host galaxy stellar mass (see labels).
Each galaxy is counted as many times as there are clumps of the given
type detected in that galaxy. LLCs tend to emerge in high-mass galaxies, of
1010 M⊙ and above. CANDELS shows a transition between SLC dominance
and LLC dominance at Mgal ∼ 1010.2, while in VELA the transition is at
higher masses.

physical parameters that correlate with the definition of LLCs, which
may dominate the machine’s decision. The most straightforward
parameters are clump mass and age. LLCs form stars for a longer
period of time, and, for a fixed clump radius, more massive clumps
are expected to be more resistant to disruption. While completely
or partially unresolved in observations, shape, and density contrast
are strong indicators in VELA for whether a clump is short lived or

long lived. LLCs are rounder (with shape parameter Sc ! 0.8, see
Section 3.1.2 for a definition) than SLCs (Sc " 0.4, see Fig. 4), and
they have a higher density contrast, with respect to their surroundings.
This is one of the properties that make them long lived. In fact, we
find in VELA that in the first snapshot in which they are identified,
LLCs already have a high-density contrast.

What does our machine use for classification? Since the mass
information, which corresponds to the absolute value of the pixels,
is hidden from the machine during training, by randomizing the
magnitudes (see Section 3.2), the only other information available
to the machine is colour information (the relative fluxes between the
different filters) and structural information. To test the effect of the
colour of the clumps, we completely randomized the magnitudes in
each filter independently, without changing the density distribution
that tells the structure within each image. For the same network
architectures used in the main study, the machine performance
became much inferior, reaching a completeness of ∼50 per cent and
a purity of ∼40 per cent, as compared to the ∼80 per cent achieved
in both scores by the fiducial models. The structural information of
the clump is probably less accessible to the machine, due to the small
square size we are using and the limited resolution.

To even further investigate this, we examine whether or not there
is a correlation between our classification to SLCs and LLCs and
age, estimated from the SED fitting. Fig. 13 shows the distribution
of ages of both VELA and CANDELS clumps of the two types, as
estimated from the SED fitting. We can see that LLCs tend to be
older, with a median age of ∼900 Myr, compared to only 300 Myr
for SLCs. We do note a high-mass tail in the SLC distribution. This
is largely due to the contamination by background stars. Indeed, as
discussed in Guo et al. (2018), the ages and colours of clumps at the
outskirts of the galaxy, which tend to be short lived (see Fig. 11), are
more affected by background stars.

It is important to note that the method we have developed in this
study does not assume any underlying model for deducing clump
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Figure 10. Fraction of star-forming galaxies with at least one off-center UV clump in different redshift and M∗ bins. The upper panels show the results without
correcting for the detection incompleteness, while the lower panels show the results with correcting for the incompleteness through Equation (2). Each colored point
is the error-weighted average of the GOODS-S and UDS results. The hats of the upper and lower error bars of each data point have different lengths: the longer hat
shows the fraction of GOODS-S, while the shorter one shows that of UDS. The errors of GOODS-S and UDS fractions are not shown, but the relative errors between
the two fields can be inferred from the distances of each data point to the two hats of its error bar. In the upper left panel, dashed and dotted lines show fclumpy under an
aggressive (Lblob/Lgalaxy = 0.05) and a conservative (Lblob/Lgalaxy = 0.1) clump definitions, respectively. The color of each dashed or dotted line matches the color
of the symbols to show its M∗ range. In the upper right panel, dashed lines show fclumpy measured through comparing real galaxies with redshifted fiducial galaxies
to take into account the clump/blob blending effects (see Section 7.1 for details). In the lower left panel, several measurements of fclumpy from other studies are also
plotted. The summary of the previous results is given in Table 1.

without taking into account the incompleteness of our clump
detection. As shown in Figures 6 and 7, although the com-
pleteness is relatively high for our clumps (i.e., blobs with high
Lblob/Lgalaxy), it is still not unity. Therefore, we may underes-
timate fclumpy because of the missing clumps. To correct for
the incompleteness, we calculate a new fclumpy using the fol-
lowing formula, assuming the undetected clumps are randomly
distributed in the galaxies in our sample:

f new
clumpy = f old

clumpy +
1
nc

(
1
X

− 1
)(

f old
clumpy

)

− 1
nc

(
1
X

− 1
)(

f old
clumpy

)2 (2)

where f old
clumpy and f new

clumpy are the clumpy fractions before and
after the incompleteness correction is applied, X the clump
detection completeness, and nc the average number of clumps
in each clumpy galaxy. The second term on the right hand side
takes into account the contribution of undetected clumps, while
the third term takes into account the fact that some undetected

clumps may be in a galaxy that has already been classified as
clumpy, in which case the number of clumpy galaxies should
not be increased.

The new clumpy fraction (f new
clumpy) depends on how many

clumps (nc) a clumpy galaxy has. In the bottom panels of
Figure 10, we plot the results with the assumption of nc = 2.
Compared with the top panels, although the amplitudes of
fclumpy in different redshift and M∗ bins are scaled up by, on
average, a factor of ∼ 1.2, the trends with redshift and M∗ are
almost unchanged by taking into account the undetected clumps.
This is also true if we assume nc = 1, the most extreme case
where each clumpy galaxy only intrinsically has one clump. In
that case, the amplitude will be systematically scaled up by a
factor ∼ 1.3, compared to the top panels.

In this paper, we use fclumpy under our default clump definition
(Lblob/Lgalaxy = 0.08) and after the incompleteness correction
with nc = 2 as our best measurement (the bottom panels of
Figure 10). Overall, low-mass galaxies (log(M∗/M⊙) < 9.8)
keep a constant fclumpy of ∼ 60% from z ∼ 3 to z ∼ 0.5.
Intermediate-mass galaxies (9.8 < log(M∗/M⊙) < 10.6) keep
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VELA gen3 Simulations Agree Well 
with HST CANDELS Observations

Clump mass functions.  Long-Lived Clumps (LLC)
tend to be more massive.  Vertical lines are medians. 

Clump host galaxy masses.  Long-Lived Clumps 
   ( LLC) are found in in more massive galaxies. Ginzburg+2021



FEEDBACK regulating star formation, both from 
supernovae and other stellar processes and from 
active galactic nuclei (AGN), is one of the 
greatest uncertainties in galaxy formation.

Daniel Ceverino has run our 25pc resolution 
VELA suite of 35 cosmological zoom-in hydro 
simulations five times with increasing stellar 
feedback.  The results I’ve shown thus far are 
from VELA generation 3.  But VELA gen6, with 
stronger feedback, is in much better agreement 
with the abundance matching (AM) stellar mass / 
halo mass relationship (shown in blue at right).

Figure 2: Predictions of VELA simulations with comparisons to observations. (a) Comparison of stacked
stellar surface mass density profiles from VELA gen3 simulations with observations of star forming galax-
ies (Tacchella et al. 2015), showing good agreement over four orders of magnitude (from Tacchella et al.
2016a). (b) Gas depletion time as a function of distance above the Main Sequence ∆MS. VELA gen3
simulation points are consistent with Genzel et al. (2015) observations (red dashed line and band showing
the uncertainty) (from Tacchella et al. 2016b). (c) Ratio of stellar mass M∗ to halo mass Mvir for gen3
VELA simulations (red points) and gen6 (with stronger feedback, blue points) at redshift z ∼ 1 compared
with abundance matching (blue band representing 1σ scatter). Some of the gen3 simulations are a factor
of ∼ 2 − 3 above the abundance matching band, but the gen6 simulations are in good agreement with
abundance matching, especially at higher M∗. (d) Sketch of galaxy formation phenomena along the Main
Sequence in the VELA simulations (Tacchella et al. 2016b).

3 Simulations and Mock Observations

Galaxy Simulations. To study effects of SN and BH feedback, we use a variety of cosmological hydro
zoom-in simulations with small-volume high-resolution fiducial regions of ∼ 1 Mpc radius (e.g., our VELA
and MIGA simulations), intermediate-volume fiducial regions of ∼ 10 Mpc radius having very good resolution
(e.g., NewHorizon), and larger fiducial regions of ∼ 50 Mpc with good resolution (e.g., TNG50). We propose
to run new high-resolution hydro simulations, many with BH accretion and feedback. We also use large-
volume hydro simulations with worse resolution (e.g., TNG100, Horizon-AGN, SIMBA, EAGLE, etc.) and
even larger-volume dark-matter-only simulations (e.g., Bolshoi-Planck, MultiDark Planck, Uchuu). We have
begun to run new dark matter simulations with Early Dark Energy that resolve the Hubble tension, starting
with (Klypin et al. 2020), and use them for empirical models and semi-analytic models (SAMs), see §5.

Our group has run and analyzed small-volume zoom-in cosmological galaxy simulations based on 65
different cosmological initial conditions with the hydrodynamic Adaptive Refinement Tree (hydroART) code
(§2). Our initial (generation 1, or gen1) group of 30 zoom-in simulations of galaxies in dark matter halos of
mass Mvir = (1−30)×1012M⊙ at redshift z = 1 were run at a best physical resolution of ∼ 50 pc (Ceverino
et al. 2015a). A second set of 35 VELA simulations, centered on galaxies of mass Mvir = (1−20)×1011M⊙
at z = 1 with ∼ 25 physical pc best resolution, have now been run to z ∼ 1 five times with varying inclusion
of supernova and radiative feedback (gen2: SN-thermal; gen3: SN-thermal & radiative UV; gen4: SN-
thermal & radiative UV+IR; gen5: SN-thermal+kinetic & radiative UV+IR), as described in Ceverino et al.
(2014, 2017). The inclusion of the effects of clustered supernovae in our new gen6 simulations (to be
analyzed in the proposed program) adds a factor of ∼ 2 to the pressure, following Gentry et al. (2017).
Our gen6 simulations are generally consistent with the stellar mass - halo mass relation from abundance
matching – see Fig. 2(c). Our five VELA simulation suites with the same initial conditions (gen2-6) give us a
unique opportunity to test effects of the different feedback assumptions on galaxy morphology, kinematics,
chemical evolution, and the structure of the circumgalactic medium. We are now analyzing ∼ 200 smaller
central and satellite galaxies in the high-resolution regions of these simulations. Collaborator Anatoly Klypin
is now running dark-matter-only versions of all the VELA simulations, in which we propose to run SAMs to
compare with our VELA hydro runs (§5). Meanwhile, the FirstLight project (Ceverino et al. 2017, 2018,
2019) has run 300 zoom-in hydroART simulations to redshift z ∼ 5 with twice better physical resolution
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The extent to which high-resolution simulations 
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Preliminary results demonstrating 
feedback effects on the clump 
stellar mass function. VELA gen3 
(red lines, weak feedback) and gen6 
(black lines, strong feedback) are 
two runs of the same suite of galaxy 
initial conditions. LL and SL are long 
lived and short lived clumps.  Strong 
feedback prevents the formation 
of very massive clumps and 
greatly decreases the abundance 
of long lived clumps. 

Analysis of HST and mock JWST 
images using Machine Learning: 
Huertas-Company+2020; 
Ginzburg+2021; Primack+ NASA 
ATP proposal; and work in prep.

LL clumps with weak feedback

LL clumps with strong feedback

The extent to which high-resolution simulations 
produce massive clumps is a diagnostic for feedback.
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This is also a problem for FIRE 
simulations - Oklopčić+2017

Try less ejective feedback and 
more preventive feedback?



NEW CHALLENGES IN 

COSMOLOGY 

GALAXY FORMATION 

PLANET HABITABILITY 



We have now discovered about 4000 planetary systems, mainly 
using star radial velocities from ground-based telescopes and 
planet-star transits observed by NASA’s satellites Kepler and TESS. 



We used to think that our system is typical, with rocky 
planets near our star and gas giants farther away. 
Our system also seems unusually “clean” with relatively little 
debris and dust.  We know that there was a “late great 
bombardment” of the inner planets about 800 million years 
after the solar system formed.  It seems likely that there was 
a gigantic rearrangement of the Solar System back then. 



Of the ~ 4000 planetary systems astronomers have discovered, 
there are very few like ours, with all the planets widely spaced in 
nearly circular orbits.  Most planetary systems are much smaller.  
The most common type of planet seems to be 2 to 6 times Earth’s 
mass, a “super-Earth”.  No such planet exists in our Solar System. 
 

Some planets are in the habitable zone around their stars in 
which water would be in liquid form, but most of these planets are 
probably not hospitable to advanced forms of life.  For one thing, 
they might not have an optimal abundance of the long-lived 
radioactive elements thorium and uranium to power plate tectonics  
and permit a magnetic dynamo. Too much Th and U would result in 
a lava world with frequent flood vulcanism, which caused the 
greatest mass extinction events on Earth.  Our living Earth may be 
a rare “Goldilocks” planet with just the right amount of Th and U.
There may be galactic habitable zones — not too close to galaxy 
centers where there are frequent supernovae and AGN outbursts, nor 
too far where metals may be too rare to form rocky planets.  However, 
recent measurements at z > 0.6 find flat or increasing gas metallicity 
with radius (Simons+2021).
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but no plate tectonics
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Figure 2. Sensitivity of evolution of core parameters to di↵erent radiogenic element concentrations (relative

to the nominal terrestrial case). The colors show the rate of net entropy production, with black indicating

a negative value (no dynamo). The contours denote the mantle potential temperature. The three dashed

red lines show the trajectories of the three evolution scenarios shown in Fig 1. Vertical white dashed line

indicates present day.
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Our simplified model shows that higher concentrations of U,Th have two principal consequences:210

one is hotter present-day mantles; the other is reduced dynamo activity. The converse is true for211

lower U,Th concentrations. Both of these e↵ects are likely to have major implications for habitability.212

A global magnetic field modifies the trajectories of charged particles emitted by the host star. In213

our Solar System the net e↵ect of such a field is probably to reduce rates of long-term atmospheric214
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Like Th and U, the rare earth element Europium is produced by merging neutron stars

       Eu is more easily detected in stellar spectra,
which can predict the abundance of Th and U in 
the star’s rocky planets



Like Th and U, the rare earth element Europium is produced by merging neutron stars

       Eu is more easily detected in stellar spectra,
which can predict the abundance of Th and U in 
the star’s rocky planets

We propose 
to measure 
Eu better, and 
do 2D and 3D 
studies of a 
wider variety 
of planets.



The Hubble tension between early universe and local measurements of H0 can 
be resolved by a brief episode of dark energy at redshift z ~ 3500. New N-body 
simulations have shown that this Early Dark Energy scenario predicts earlier 
structure formation, e.g. ~ 50% more clusters than ΛCDM at redshift z ~ 1.  

Galaxies were long thought to start as disks, but HST images show that most 
galaxies instead start prolate (pickle shaped). Galaxy simulations can explain 
this as a consequence of the filamentary nature of the ΛCDM dark matter 
distribution. But comparisons between simulations and observations using 
novel machine learning methods reveal other potential challenges, including 
long-lived star-forming clumps seen in many high-redshift galaxies. 

Earth may be a radioactively Goldilocks planet, with just the right amount of 
radiogenic heating by Th and U for a magnetic field and plate tectonics, both of 
which may be necessary for the evolution of complex life.
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Some Concluding Thoughts

Without Dark Matter We Wouldn’t Exist
With only the ordinary matter, the universe would be 
   a low-density featureless soup
Dark matter started to form structures very early 
Galaxies formed within bound “halos” of dark matter
Stars formed within galaxies, and stars made elements
   beyond hydrogen and helium: carbon, oxygen, …
Rocky planets formed from these heavier elements
Life began and evolved on one such planet 
    

Science Is Much Stranger Than Fiction
Before the discovery that most of the density of the 
    universe is invisible, no one imagined this
   

Dark matter is our ancestor and our friend!

What else remains to be discovered?


