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Integrable and nonintegrable systems have very different transport properties. In this paper, we highlight
these differences for specific one-dimensional models of interacting lattice fermions. The technique used is a
finite temperature numerical calculation of the adiabatic stiffness (also called the Drude weight or charge
stiffness) and isothermal stiffness (also called the “Meissner” stiffness) in electrical and energy transport, and
the momentum dependent dynamical conductivities o(q, ) and (g, w). We apply a flux twist to break the
Kramers degeneracy; thus, allowing us to focus on the effect of the dynamical degeneracies in the integrable
system. In this situation, we show that the isothermal stiffness goes to zero rapidly with the system size for
both types of systems even at high temperatures; while the adiabatic stiffness appears to go to zero in the
nonintegrable system and to a finite value in the integrable one. We analyze this difference in terms of the
statistics of the current matrix elements and the degeneracies of the systems, and show that in the integrable
system, despite the presence of degeneracies, the dominant contribution to the adiabatic stiffness comes from
large-current-carrying nondegenerate states. We also show that energy transport at nonzero w and ¢ occurs
within a banded continuum in the integrable system indicative of ballistic transport while the nonintegrable

system shows diffusion but with the existence of overdamped excitations at large values of momentum.
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I. INTRODUCTION AND ISSUES IN TRANSPORT
IN ONE-DIMENSIONAL SYSTEMS

The study of the nature of transport in one-dimensional
(ID) systems at finite and zero temperatures has been an area
of long-standing interest.!”” These systems are different from
their higher dimensional counterparts in several ways. For
instance, a low-temperature effective theory of 1D interact-
ing fermions can be formulated in terms of free bosonic os-
cillators (“the Luttinger liquid”), which shows that they are
significantly different from the Fermi liquids that are encoun-
tered in higher dimensions.! Another interesting feature of
1D systems is the possibility of them being integrable, where
there is an infinite family of nontrivial mutually commuting
operators that also commute with the Hamiltonian. A classic
example is the 1D Hubbard model, which possesses an infi-
nite number of dynamical operators, which are analogous in
spirit to the Runge-Lenz vector for the hydrogen atom.?
Since these operators correspond to the symmetries of the
system, physical processes are strongly influenced by the
constraints, thus, imposed. In particular, transport and scat-
tering processes are expected to be considerably modified in
the presence of such symmetries.’

Several integrable systems such as the 1D Hubbard model
and the XXZ spin chain are also exactly solvable using the
Bethe Ansatz.'®!! While this technique has proven to be suc-
cessful for calculating many static properties, it has not been
very useful in the calculation of transport coefficients. More-
over, exact solutions have been difficult to apply to calcula-
tions at high temperature. Thus, while the static behavior of
integrable systems is fairly well understood at low tempera-
tures, several questions remain about the nature of transport
in these systems, especially at high temperature. In the ab-
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sence of any reliable analytical techniques, most studies take
recourse to numerics. In this context, exact diagonalization
on finite-sized systems has proven to be a particularly useful
technique, since one can obtain all the energy eigenvalues
and eigenstates required for high temperature calcu-
lations.>~!2-14 The fact that the systems are one dimensional
implies that one can approximate the thermodynamic limit
even for systems of modest sizes.!>!0

A study of transport requires the identification of current
operators. For a given Hamiltonian H, the current operators
can be obtained from the density operators with which they
satisfy continuity equations. In one dimension, the charge
and energy current operators [J¢(k) and JE(k), respectively]
at a momentum k are given by

F®= TR H), PR = ThRH, ()

where n(k) and h(k) are the charge and energy densities at
momentum k, respectively. In the rest of the paper, the k=0
values of the charge and energy current operators will be
denoted by J¢ and JE, respectively.

In calculating electrical transport in linear response, the
central formula of interest is the Kubo formula,

_ 1—ePe
O-(w) = ZDeﬁ(w) + E(L) 2 |Jflm|26(€n —€p— hw)
f L w

€,7 €,
(2)
Here, o is the conductivity, w the frequency, and L the
size of the 1D system. J; is the electrical current matrix

element between the eigenstates n and m of the system of
energy, €, and €,,. p,=exp(—¢,/kgT) is the Boltzmann weight
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of the state n. D, is the adiabatic charge stiffness (or simply
the charge stiffness), which is also called the Drude weight.
It is thus named because Eq. (2) is derived by studying the
adiabatic evolution of an equilibrium state disturbed in the
infinitely remote past by the application of a time-dependent
perturbation. Similar Kubo formulae can be written down for
the thermal and Peltier conductivities x(w), and a(w), which
involve the heat current for the former, and the heat and
electrical currents for the latter. The form of Eq. (2) shows
that the first term contributes to transport only at exactly zero
frequency while the second, to transport only at nonzero fre-
quencies. Thus, the zero frequency electrical conductivity of

a system will formally be infinite if D, is nonzero. The ex-

pression for D,, also obtainable from linear response theory,

isl7

— 1 Pn=Pm) e
D,=—|(D-h > =" | (3)
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Here, (...) denotes thermal averaging and the operator 7 is
given by,

r=— liml[Je(k),n(— k)]. (4)
k—0k

Similar to the case of the Kubo formula, an analogous for-
mula can be derived for the Drude weights corresponding to
the thermal and thermoelectric transports.

In terms of the quantities defined above, one can define
yet another stiffness called the charge isothermal stiffness or
the “Meissner stiffness” D,,!”

D=+ (m-n 3 PPy o, 5)
L €,— €,
The analogous isothermal stiffnesses can be defined for ther-
mal and thermoelectric transport. D, arises in a study of the
Byers—Yang type curvature of the free energy with respect to
a flux through a ring.'® The difference between Egs. (3) and
(5) is that the sum over the energies excludes equal energies
in the former but not in the latter. Thus,

— fi
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If D, is known to be zero, the Drude weight is given by
the left-hand side of Eq. (6) and is the expression that has
been quite extensively used for this quantity in the literature.
However, it is not always true that D, is zero, as in the case
of a superconductor. In this case, the calculation of the Drude
weight requires the use of Eq. (3). In this paper, we will
show, with specific examples, that the isothermal stiffness is
zero for both integrable and nonintegrable 1D systems at
finite temperature.

We now describe the qualitative features of the transport
in different systems in terms of these stiffnesses. A perfect
metal is distinguished from a superconductor by the absence
of the Meissner effect, although both share an infinite con-
ductivity at zero temperature. This absence of dissipation in
the static limit is in contrast to the behavior of normal (dirty)
metallic systems and corresponds to Reo(w) = S(w). As tem-
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perature is increased, the superconductor continues to have
an infinite conductivity and displays the Meissner effect for
as long as it is still in the ordered phase. On the other hand,
very generally, one would expect a perfect metal to become
resistive at finite temperature owing to inelastic scattering
processes. This is indeed what happens in a nonintegrable
system, which we will call a nonintegrable metal (NIM). In
one dimension, however, another fundamental kind of metal-
lic system is possible, corresponding to an integrable system,
which we will call an integrable metal (IM). Such a system
can display characteristics that are different from both an
NIM and a superconductor, such as an infinite conductivity
at all temperatures and no Meissner effect. This exemption
from inelastic scattering of the IM as opposed to the NIM is
attributed to the constraints imposed by the conservation
laws and is directly tracked in this paper by calculating vari-
ous transport stiffnesses. In terms of the transport stiffnesses
described above, one would expect a superconductor to have

nonzero values of both D, and D, at finite temperature. Since
there are no superconductors (no long range order) at finite
temperature in 1D, these quantities will be zero in the ther-
modynamic limit. However, for a finite-sized system, they

can be finite. Both D, and D, should be zero for an NIM. For
an IM, D, is expected to be zero at all temperatures but not

necessarily D,. While a nonzero D, implies a nonzero D,, the
converse is not true. As can be seen from Egs. (3) and (5),

the distinction between D, and D, resides in the relative
statistical weight of states with equal energy, and raises the
question of the relative weight of this manifold of equal en-
ergy states and how this varies between an NIM and IM.

The quantity D, has been numerically calculated at finite
temperature in different 1D models. The most popular of
these is the XXZ spin chain, which can be mapped onto a
model of spinless fermions with nearest-neighbor hopping
and interaction, and the Hubbard model. The XXZ model is
the one we study here in terms of spinless fermions and
focus on the Heisenberg point. The Drude weight of this
model at finite temperature has been studied by various tech-
niques in the past, and results have been obtained to support
both claims that it is zero’' and finite.*

D, is given by the left-hand side of Eq. (6) if D, is zero,
as is true (and will be numerically demonstrated for specific
models in this paper) for the IM and NIM at finite tempera-
ture. If the system is time-reversal invariant, the only contri-

bution to D, comes from states that are degenerate and re-
lated to each other by time reversal. Nondegenerate states do
not carry any current. In an interesting study, it was argued
that the finite Drude weight of the IM in a time-reversal
invariant situation is due to a finite fraction of degenerate
states related by time reversal.* Each state in such a pair of
degenerate states has a different (discrete) value of total mo-
mentum. However, this study did not address the issue of the
contribution of the degenerate states due to dynamical sym-
metries to the Drude weight. The current operator (and the
Hamiltonian) commutes with the total momentum and, thus,

for a fixed number of particles, the contribution to 56 is the

sum of the contributions from the different sectors of total
momentum. Thus, an interesting question one can ask is how
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do states that are degenerate with other states at the same
value of momentum contribute to the Drude weight? Unlike
in a nonintegrable system, these degeneracies would be
present in integrable systems and their existence is a direct
consequence of the presence of dynamical conservation laws.
This issue is complementary to that addressed in Ref. 4.

Transport at finite frequencies in both integrable and non-
integrable systems is also of great interest. The nature of the
excitations of these systems is often reflected in the fre-
quency @ and momentum ¢ dependent transport coefficients.
For instance, in the simple example of noninteracting par-
ticles, a banded continuum in the values of the w and ¢
dependent electrical and thermal conductivities, o(g, ) and
k(g,w) is obtained.?® This continuum is related to the fact
that the charge and heat current operators in this simple sys-
tem commute with the Hamiltonian and transport is ballistic.
The Drude weight in this simple model is finite at all tem-
peratures with o(g=0,w) and «(¢=0,w)>* & w), a conse-
quence of the fact that the respective operators commute
with the Hamiltonian. An interesting question is, how much
of this behavior survives in the presence of interactions and
what role does integrability play, if at all? In an NIM, signa-
tures of diffusion have been seen at high temperatures and a
hydrodynamic theory of transport predicts a nonanalytic
form for o(g=0, w) at small values of w.?

We have been motivated by the issues mentioned above to
undertake an exhaustive study of a typical IM and NIM in
this paper by computing their exact energy spectra and all the
current matrix elements, and, consequently, the transport
stiffnesses and dynamic conductivities. This exercise is done
in 1D with a popular model, the t—¢'—V model of spinless
electrons, where a single parameter ¢’ corresponding to sec-
ond neighbor hops destroys the integrability but lets the sys-
tem remain a perfect metal (a NIM). ¢ =0 produces an IM. In
contrast to electrons with spin, we are able to go to some-
what bigger system sizes, which is necessary to extract
meaningful results for the stiffnesses. Indeed, all stiffnesses
are nonzero for finite systems and it is only the systematics
of their size dependence that gives us reliable information on
the large size behavior. Since we are interested in the contri-
bution of only the dynamical degeneracies, we apply an ir-
rational flux twist to lift the Kramer’s degeneracy. Every
state now potentially carries a current and we determine
which of these have partner degenerate states due to a dy-
namical symmetry and how they contribute to the Drude
weight. We find that after the Kramer’s degeneracy has been
lifted in the integrable system, the dominant contribution to
the Drude weight appears to be from large-current-carrying
nondegenerate states. We also study the complete dynamic
conductivity o(g,w) and thermal conductivity x(q,w) using
these matrix elements after using an appropriate scheme for
binning the discrete data points to obtain continuous func-
tions. This gives us detailed information on the fluctuations
of electrical and energy currents and densities, and also of
the nature of the excitations in the many-body spectra. We
find that the integrable system displays the banded behavior
like in noninteracting systems for x(g,w) and to a lesser
extent in o(g,w). The nonintegrable system, on the other
hand, shows evidence of diffusive behavior with the pres-
ence of overdamped oscillations at high values of
momentum.?!??
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II. THE MODEL

The r—t'—V model of spinless fermions on a 1D ring is
given by the Hamiltonian,

H=-12, (c}rﬂcj + c}rcj“) > (c}:rzcj + C}LCJ-+2)
J J

J

For concreteness, we choose the value of ¢ and V to be 1.0
and 2.0, respectively. With 7' =0, this model can be mapped
onto the integrable spin-1/2 Heisenberg ring using a Jordan—
Wigner transformation. We set t'=1 when we model the
NIM. Chains of length 6-18 are studied, and we focus on
half-filling for definiteness. The Hamiltonian Eq. (7) is then
exactly numerically diagonalized. We would like to empha-
size that our conclusions vis-a-vis integrability and noninte-
grability are quite general and independent of the micro-
scopic parameters and the filling. We also apply an irrational
flux twist to break time-reversal invariance in studying the
stiffnesses in both the IM and the NIM. This also gets rid of
an odd-even particle number effect in the IM and does not
affect the integrability. The local number density, used to
calculate the currents in Eq. (1), is the number of carriers at
every site and the energy density is defined, such that the
hopping energy is shared equally among the sites participat-
ing in the hopping process, as is the interaction energy (the
“midpoint convention”). We have checked to see that other

local definitions do not alter the results. D, and D,, for elec-
trical and energy transport are numerically calculated at dif-
ferent temperatures (7=1/ is measured in units of z).2%*

III. STIFFNESSES OF THE INTEGRABLE
AND NONINTEGRABLE MODELS

Here, we show only the results for electrical transport in
Fig. 1 but the ones for the energy transport display exactly
the same qualitative behavior. Our results, up to the largest
system size (L=18), seem to indicate that the charge stiffness
of the IM is nonzero, as one would expect from consider-
ations of ballistic transport.25 A confirmation of this, to rule
out any slow decay with L, is currently beyond the range of
accessible system sizes through exact diagonalization. How-
ever, recent results on larger systems using quantum Monte
Carlo (QMC) simulations also appear to find a finite charge
stiffness.?® The NIM, on the other hand, appears to show a

clear (exponential with power-law corrections) decay of D,
with the system size. This behavior persists to temperatures
higher than the typical energy scales in the problem and, in
fact, even up to infinite temperature. These results are inter-
esting since they show that the system is aware of its inte-
grability or nonintegrability (which are quantum concepts),
even up to infinite temperature where one might expect clas-
sical physics to apply. D, rapidly vanishes in the thermody-
namic limit in both systems (even without the flux twist).
This shows in particular that the IM, despite having an infi-
nite conductivity at w=0, is not a superconductor. It is a
curious fact that D, is positive at small system sizes in the
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FIG. 1. (Color online) (Top) The isothermal and the adiabatic
(inset) stiffnesses for electrical transport in the integrable system at
various values of 8 with an irrational flux twist. It can be seen that
the former tends to zero rapidly with increasing system size while
the latter appears to go to a constant, indicative of ballistic trans-
port. (Bottom) The same stiffnesses for electrical transport in the
nonintegrable system again with an irrational flux twist for consis-
tency. Both tend to zero with the system size but D, does so more
rapidly.

IM and negative in the NIM. The situation is reversed with-
out a flux twist.

We now outline a comparative statistical study of D, in
the two systems to investigate the role of dynamical degen-
eracies. While D, in both systems rapidly decreases to zero
with the system size, D, appears to decrease (more slowly
than D,) to zero in the NIM but goes to a constant in the IM.

Thus, at this level of analysis, it appears that D, goes to a
constant for the IM and decreases (presumably to zero) for
the NIM up to the largest system size (L=18) studied. At L
=18, there is however not a significant difference in magni-

tude between D, in both systems. This is essentially because
of the fact that the microscopic parameters of the two sys-

tems are different and D, is a quantity with the dimensions of
energy over length whose magnitude would have a depen-
dence on the microscopic parameters of the model. To enable

a better comparison of Dy in the IM and the NIM at a given
L, we first place them on equal footing by dividing it by (P)
and removing the inherent scale dependence on the micro-
scopic parameters. For the largest system sizes (L=18), we
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find that this scale-independent D, is about 8—15 times larger
in the IM than the NIM for the values of B considered; thus,

indicating that D, for the IM is indeed larger in magnitude
than the NIM, as one would expect from the considerations
of the introduction. However, we emphasize that a compari-
son of the behavior in the thermodynamic limit of the two
systems is only meaningful by examining the size depen-
dence of D, and not just the values at one size.

Since D, is zero at large L, D, is given by Eq. (6). The
scale-independent D, in the IM can be written as

B,=D"+ D, ®)

_ i
D= ——
ksTL

> e,

n

g )

where 2! indicates a summation over states which have no

degeneracies within a given momentum sector. 5‘: then rep-
resents the contribution from states, which are members of
degenerate multiplets within a momentum sector. By parsing

D, this way, we can directly focus on the relative contribu-
tion of states with degeneracies and those without by com-
puting the ratio DY/ D™

Let us first consider the NIM. For a fixed number of par-
ticles and in the presence of an irrational flux twist, the only
conservation law is that of total momentum. Thus, there are
no degeneracies in any of the momentum sectors except per-
haps for accidental degeneracies, which do not scale with the
system size. Therefore, in this case, the only contribution to

D, comes from D™
The IM is more interesting. The dynamical symmetries
ensure that there are degeneracies within each momentum

sector, and both D, and D" are nonzero. One can now ask

the following question: Is the large scale-independent D, in
the IM, compared to the NIM, due to a large contribution

from 53 (degeneracies) or 5'6”1 (nondegenerate states) or
both? To answer this question, we have studied the statistics
of the number of degeneracies and the current matrix ele-

ments (and, hence, D¢ and D) in the two systems. We find
that at L=16 in the IM, about 10% of the states are pairwise
degenerate with a very negligible fraction of higher order
degeneracies. Furthermore, most of the degeneracies occur
among the states with total lattice momentum O or 7. Quan-
titatively, about 75% of the states in each of the g=0 and 7
sectors are degenerate with a very negligible fraction in any
of the other sectors. The total number of states in each mo-
mentum sector is about the same. We find that in this system,

the ratio DY/ D" is at most 0.2 for the values of 3 investi-

gated. On the other hand, the ratio of 52"1 between the IM
and NIM is about 8—15. Thus, we come to the following
interesting conclusion: Even though the IM has degenera-
cies, their contribution to the charge stiffness is not signifi-

cant. The larger scale-independent D, in the IM, compared
to the NIM, is primarily a consequence of the nondegenerate
states carrying larger currents. A further observation that is

2451314



SIGNATURES OF DIFFUSION AND BALLISTIC...

being investigated in more detail is that the eigenvalues of
the current operator in a given degenerate subsector in the
IM are always approximately equal to each other.

We emphasize that the aim of this study is not to merely
determine whether or not the Drude weight of the model we
are studying is finite but to analyze the effect of the dynami-
cal conservation laws on this quantity. To that end, we have
determined the contribution to the (finite) Drude weight of
the integrable system of the states with and without degen-
eracies due to the dynamical symmetries and shown that the
dominant contribution comes from large-current-carrying
nondegenerate states. It is interesting that the QMC study,
previously mentioned also finds that the Drude weight of a
nonintegrable model (obtained by introducing second nearest
neighbor hopping) at finite temperature is finite, in contradic-
tion to previous studies.’® Exact diagonalization studies of
the model in Ref. 26 have been performed for systems up to
size L=24, on the basis of which it was concluded that the
Drude weight at finite temperature is zero in this system.?
The nonintegrable model we study here using exact diago-
nalization also appears to have a rapidly decreasing Drude
weight with increasing system size. Our model has an inte-
grability breaking next-nearest-neighbor hopping term while
the one studied in Ref. 26 has a next-nearest-neighbor inter-
action term. The difference vis-a-vis the finiteness of the
Drude weight in the two systems might have something to do
with this fact. Whether this is indeed the case and the con-
tradiction between the QMC and exact diagonalization stud-
ies is specific to only certain types of models requires further
investigation beyond the focus of this paper.

IV. TRANSPORT AT FINITE ¢ AND w

Having demonstrated the difference between integrability
and nonintegrability in zero frequency transport, we now fo-
cus on transport at finite frequency (w) and momentum (g).
The g and w dependent conductivities are given by,

Aa(qvw) = C(w) E pn|<n|‘]a(q)|m>|25(€m — €~ ﬁw)7

D€, 7 €y

(10)

where c(w)=Z(27), A,(q,0)=0(g,0), and Ayg,w)
=k(g,w). These conductivities can also be related to
density—density correlation functions of the charge and
energy.’ We choose a small value of 8=0.001, since numeri-
cal exact diagonalization for a calculation of this sort is most
efficient only at very high temperatures.” The irrational flux
twist turns out to be unimportant to the results here. o(q, )
and «(q,w), as functions of w (in units of the hopping r) for
different values of ¢ (going from 0 to 8) for an L=16 IM, are
shown in Fig. 2. k(g=0,w)* 8 w), since [Jz(g=0),H]=0
but [J,(g=0),H]#0 and, thus, o(g=0,w) has some struc-
ture at w# 0. A more interesting feature is that (g, w) is
nonzero only within a band of frequencies for small values
of g and goes to zero abruptly at the boundaries of the band.
Moreover, this band shifts to higher frequencies with increas-
ing g. The dispersion of these banded modes appears to be
roughly linear (at small ¢), which is consistent with consid-
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FIG. 2. (Color online) Plots of (above) o(g,w) and (below)
k(q,w) vs w for the integrable system with L=16 at 8=0.001. It
can be seen in the plot of «(q,®) that there is a band of frequencies
for a given value of ¢, in which the value of x(g,w) is large and
then abruptly falls to zero at the boundaries. This behavior is much
less pronounced in o(q,w).

erations of ballistic transport. For instance, the situation is
similar to the case of free fermions where a ballistic transport
causes a similar banded structure in «(g,w). The common
feature of this IM and free fermions is integrability, which it
appears is strongly associated with the concept of ballistic
transport. o(g,w) does not prominently display the same
banded feature as «(g,w), presumably due to the fact that
[J.(g=0),H]# 0, where the analogy with free fermions does
not apply. Figure 3 shows the contour plots of o(g,w) and
k(g ,w) to better illustrate the banded nature of x(g,w) and
enable comparison to o(q,w).

To compare and contrast the ballistic behavior of the IM
to the NIM, we also present the numerical data for o(q, ®)
and k(q,w) for the latter. The plots of these quantities are
shown in Fig. 4. Here, [Jz(¢g=0),H]#0 and x(¢=0,w) is
nonzero at @ # 0. Both ¢(¢=0,w) and k(¢=0,w) display a
finite nonanalytic singularity at w=0, which has been attrib-
uted to diffusion and nonlinear hydrodynamics for the
former.? In this system, «(q, ) does not display the banded
behavior of the IM and gradually goes to zero with increas-
ing o for all g. This is indicative of diffusion in this system,
which we have verified by also directly computing the
density—density correlators. The features (bumps) at large
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FIG. 3. (Color online) Colored contour plots of (above) o(q, w)
and (below) (g, w) for the IM with L=16 at 8=0.001. The mo-
mentum ¢=0 to 8. An eighth order polynomial interpolation has
been used to convert the discrete numerical data into a function of a
continuous momentum variable ¢ and the feature marked A on the
lower plot is an artifact of that. The plot of k(g,w) shows the
banded continuum in the center bounded by dark blue regions.

values of ¢ and w also appear in these correlators, indicating
the presence of interesting overdamped excitations, which
will be investigated in detail elsewhere.

To conclude, we have demonstrated that the IM shows
several signs of ballistic behavior, as opposed to diffusion in
the NIM. This is manifested in the adiabatic stiffnesses of the
two systems. A statistical analysis of this quantity reveals
that the contribution of degenerate states to the IM is not
significant. The disappearance of the isothermal stiffness
shows that the IM is not a superconductor. o(q,w) and
k(q,w) in the IM and NIM are also consistent with ballistic
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FIG. 4. (Color online) Plots of (above) o(g,w) and (below)
k(q,w) vs w for the NIM with L=16 at 8=0.001. (g, ) no longer
displays the banded behavior of the integrable system and falls off
gradually (and not abruptly) at higher frequencies. The peaks in
both o(g,w) and «(q,w) at large ¢ are also present in the density—
density correlation functions, indicating the presence of over-
damped excitations.

transport and diffusion, respectively, with the former having
a banded «(g,w) and the latter having overdamped excita-
tions at large ¢.
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