We present an infrared/optical study of the dynamics of the strongly correlated electron system $\text{YbIn}_{1-x}\text{Ag}_{x}\text{Cu}_{4}$ as a function of composition and temperature for $x$ ranging from 0 to 1, and $T$ between 20 and 300 K. $\text{YbIn}_{1-x}\text{Ag}_{x}\text{Cu}_{4}$ evolves from a mixed-valent system at low $x$ to a heavy-Fermion system at high $x$, and exhibits an unusual electronic phase transition in the low $x$ region. This paper reveals information about the unusual phase transition as well as the phases themselves. Scaling relations emerge from the data and are investigated in detail using a periodic Anderson model based calculation. We also explore the temperature dependence of $\sigma_r(\omega)$ and the infrared sum rule behavior, and provide a picture in which to view both the low- and high-energy $x$-dependent features of the infrared data.
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When exploring the complex terrain of correlated electron phases, one is often interested in the phase boundaries separating systems which are controlled by different physics. In the low doping regime ($x<0.2$) of $\text{YbIn}_{1-x}\text{Ag}_{x}\text{Cu}_{4}$, a temperature-driven, first-order electronic phase transition separates two phases which are characterized by widely disparate effective energy scales ($T_K$) associated with the effects of hybridization between the localized Yb $f$ electrons and the itinerant conduction electrons. This rapid change provides both an opportunity to identify and isolate features associated with many-body hybridization physics and raises fundamental questions regarding the origin of the transition itself.

The valence transition in $\text{YbInCu}_{4}$ has been examined with a variety of experimental techniques,1–7 and exhibits some similarities8–10 to phase transitions observed in certain rare earth intermetallic compounds.11,12 Samples of high quality can be made, and provide the only known example of a valence transition occurring at ambient pressure in a stoichiometric sample. The synthesis of high quality single crystal samples has allowed the detailed study of the phase diagram of $\text{YbIn}_{1-x}\text{Ag}_{x}\text{Cu}_{4}$, and continued effort has revealed a tendency of the system to order ferromagnetically as the phase transition temperature is driven to zero either by pressure13,14 or Y doping.13,15 The presence of interesting phase competition in a system where the sample chemistry is well controlled enhances our interest in this correlated electron system.

Figure 1 shows a schematic representation of the phase diagram of $\text{YbIn}_{1-x}\text{Ag}_{x}\text{Cu}_{4}$. At low doping, a line of first order phase transitions separates a low temperature, mixed-valent phase and a high temperature local moment phase. In $\text{YbInCu}_{4}$ ($x=0$) at high temperature ($T>T_c=42$ K), the magnetic response exhibits a Curie-Weiss form with magnitude appropriate to a $j=7/2$ moment of Yb and a small Weiss temperature16 $\Theta_W\sim-13$ K, which constrains the effective Kondo temperature appropriate in this high temperature range to be comparably small in magnitude. The resistivity in this temperature range2 is very high for a metal ($\rho_{dc}=150 \mu\Omega$ cm) and together with Hall measurements indicate a very low (hole) carrier concentration.2 Lowering the temperature through the first order phase transition has dramatic effects on both the spin and charge response. For $T<T_c$, the magnetic susceptibility drops considerably into a temperature independent (Pauli paramagnetic) form, with a magnitude indicating a dramatic increase in the Kondo temperature. In concert the carrier concentration increases markedly and the resistance drops.2 Extensive experimentation
has revealed substantial changes in specific heat,\textsuperscript{8,16–18} elastic constants,\textsuperscript{6,17} single-particle (photoemission),\textsuperscript{19–23} two-particle (optical),\textsuperscript{24–27} and neutron\textsuperscript{5} spectroscopies.

Changes associated with the phase transition in YbIn\textsubscript{1−}\textsubscript{Ag} are generally interpreted as an effective screening of the localized Yb 4\textit{f} moments in the low temperature phase. This is associated with an order of magnitude increase in Kondo coupling scale ($T_K$\textsuperscript{\textsubscript{\textcircled{2}}}$\sim$ 20 K for $T$\textsuperscript{\textsubscript{\textcircled{2}}}$> T\textsubscript{\textcircled{2}}$; $T_K$\textsuperscript{\textsubscript{\textcircled{3}}}$\sim$ 300 K for $T$\textsuperscript{\textsubscript{\textcircled{3}}}$< T\textsubscript{\textcircled{3}}$). Universal scaling observed\textsuperscript{\textsubscript{\textcircled{2},28}} in the $B$-$T$ plane was shown\textsuperscript{\textsubscript{\textcircled{29,30}}} to be consistent with the scenario of a transition-induced screening of the Yb moment. Doping Ag on the In site serves to stabilize the low temperature phase, driving the phase transition temperature upward.\textsuperscript{2} Experimentally, the transition becomes less sharp with doping and the transition disappears\textsuperscript{\textsubscript{2}} beyond a critical concentration of about $x_{c}$ \textsubscript{\textcircled{2}}=0.2. For the highest $x$ values (0.75 and 1), the samples display behavior typical of heavy fermion systems, where coherent heavy metallic quasiparticles responsible for the low energy physics have an enhanced mass as high as $m^*$ \textsubscript{\textcircled{5}}$=50m_e$. The intermediate $x$ values, e.g., 0.3 and 0.5, offer a view of the phenomenology of a crossover region between the unusual temperature dependence of the low $x$ region and the more well-studied correlated electron physics of the high $x$, heavy fermion regime.

Much of the phenomenology of YbIn$_{1-x}$Ag$_x$Cu$_4$ is reflective of periodic Anderson model (PAM) physics, however, the phase transitions associated with the PAM (Ref. 31) (which involve a competition between magnetic order and Fermi liquid phases) occur in a region of weak coupling. This region is far from the mixed-valent fixed point, where the coupling is strong or intermediate, and these transitions are therefore unlikely to be directly relevant to YbIn$_{1-x}$Ag$_x$Cu$_4$. The PAM, in the region of intermediate to strong coupling, exhibits gradual crossover to a coherent state as temperature is reduced. It does not, to our knowledge, include phase transitions like those found in YbIn\textsubscript{1−}\textsubscript{Ag}Cu\textsubscript{4}. One may therefore ask whether the line of phase transitions occurring at low $x$, which are electronic and not structural in origin, imply the need for an additional interaction term in the minimal model Hamiltonian for YbIn$_{1-x}$Ag$_x$Cu$_4$ beyond those normally included in the PAM. An intriguing possibility is that electron-electron interactions, which cause phase transitions in Mott-Hubbard systems, may play a role in YbIn$_{1-x}$Ag$_x$Cu$_4$. Investigations along these lines have been pursued by Giamarchi \textit{et al.} and Zlatic and Freericks.\textsuperscript{33–35}

In this paper, we present a systematic study of the finite-frequency dynamics of YbIn$_{1-x}$Ag$_x$Cu$_4$ derived from measurements of the reflectivity of single crystal samples with Ag compositions $x=0$, 0.3, 0.5, 0.75, and 1.0. We study both the $x$ dependence and temperature dependence of the optical signature of the Kondo resonance. The temperature dependence is highly unusual and, to our knowledge, cannot be explained within the context of the PAM suggesting that an additional interaction term may be required. At very low $x$ the Kondo resonance appears abruptly as the samples are cooled; this appearance becomes much more gradual in samples with higher $x$. In addition to the growth of the Kondo resonance excitation as $T$ is diminished, there is a substantial loss of spectral weight with cooling near 1 eV for low $x$. In this systematic study we also examine the scaling behavior of the infrared signature of the Kondo resonance excitation, as a function of $T_K$ at low temperature.

Our measurements cover the frequency range from 40 cm$^{-1}$ to 50 000 cm$^{-1}$ with detailed temperature-dependent data taken between 40 cm$^{-1}$ and 23 000 cm$^{-1}$. Each sample was mounted into a recess custom-machine into a brass disk. Each disk was polished (minimally) such that a smooth, flat sample surface sits parallel to a similarly flat, polished portion of the brass mounting disk. Ag film was then evaporated on the bare brass surface, creating a reference mirror for use in the temperature-dependent reflectivity measurements. Soon after evaporation, the sample disk was mounted inside a continuous-flow He$^4$ cryostat with a custom switching mechanism designed to expose either Ag or sample surfaces to the beam. To insure that the reference mirror and sample surface are coplanar and flat, a laser alignment procedure was used on the mounted sample disk. Frequency-dependent spectra were then taken using a combination of Fourier transform and grating spectrometers. At each temperature and composition, spectra were taken for Ag and the sample exposed through the cryostat window and the ratio at each frequency used to determine the reflectivity $R(\omega)$.

In addition to the temperature dependence, room temperature reflectivity spectra were also taken in the range 12 500 cm$^{-1}$ $< \omega < 50 000$ cm$^{-1}$ with an optical setup which measures absolute reflectivity without the use of a reference mirror. The spectra taken by this method and those spectra taken using the cryostat (and with Ag reference) generally agree well in the region of overlap (12 500 cm$^{-1}$ $< \omega < 23 000$ cm$^{-1}$). Through this comparison, we estimate the uncertainty of the absolute value of the reflectivity in the temperature dependent measurements to be less than 1%.

A Kramers-Kronig transform is applied to the measured reflectivity in order to determine the frequency-dependent reflection phase shift.\textsuperscript{36,37} The magnitude and phase of the reflectivity are then used in order to determine the dynamical conductivity $\sigma_1(\omega)$ [and the dielectric function $\varepsilon_1(\omega)$]. For the purposes of the transform, Hagen-Rubens terminations [1−$R(\omega)\approx \frac{\gamma}{\omega}$] are used below 40 cm$^{-1}$. At high frequency (above 50 000 cm$^{-1}$) each reflectivity spectrum is extrapolated to a common value of 0.08 at 120 000 cm$^{-1}$ and then continued as a constant to 200 000 cm$^{-1}$. Between 200 000 cm$^{-1}$ and 400 000 cm$^{-1}$, an $\omega^{-2}$ form is used for $R(\omega)$ to represent the nonconstant reflectivity expected as a result of deep core level excitations.\textsuperscript{37} At still higher frequencies, the free-electron form $\omega^{-4}$ is assumed.

We have experimented with a number of termination protocols including other common values and coalescence frequencies as well as constant extrapolations above 50 000 cm$^{-1}$. These show convincingly that our results regarding trends in the $x$ and $T_K$ dependence of $\sigma_1(\omega)$ below 10 000 cm$^{-1}$ are not significantly influenced by any of the extrapolations above 50 000 cm$^{-1}$. The conductivity above 10 000 cm$^{-1}$ but below 20 000 cm$^{-1}$ is influenced by the detailed extrapolation by about 5% for reasonable extrapolation protocols.

In YbIn\textsubscript{Cu$_4$, where a first order phase transition occurs at finite temperature, we have been careful to control the potential hysteresis effects\textsuperscript{2,6} usually associated with first order
phase transitions by keeping the thermal cycling through the phase transition to a minimum while collecting the optical data. We found that hysteresis effects are observable in the infrared spectrum, and are especially pronounced in the frequency range $1000 < \omega < 7000 \text{ cm}^{-1}$ (see Fig. 2). For this reason, our data for several ranges were retaken on fresh samples.

I. RESULTS

Figure 2 shows the reflectivity and conductivity $\sigma_1(\omega)$ of YbInCu$_4$ as a function of frequency at temperatures below and above the $T_v = 42$ K phase transition temperature. The 250 K conductivity spectrum includes a relatively narrow free carrier contribution seen below about 1000 cm$^{-1}$ associated with the presence of mobile carriers. This interpretation is consistent with Hall and resistivity measurements. In addition there is a broad peak, centered near about 9000 cm$^{-1}$ which we associate with an important Fermi-level to $f$ level interband transition, as discussed in Sec. V. As temperature is reduced, there is a significant decrease in conductivity in this interband region ($\omega \approx 9000 \text{ cm}^{-1}$), and below 55 K there is an additional complementary increase in the conductivity at lower frequency. By 20 K this lower energy feature has evolved into a well-developed peak centered at $\omega \approx 2000 \text{ cm}^{-1}$. The connection between this peak and the physics of hybridization is an important theme of this paper.

Figure 3 shows the temperature dependent behavior of $\sigma_1(\omega)$ for our samples with low and intermediate $x$ values (i.e., for $x=0$, 0.3, and 0.5). The low $x$ samples show an increase of $\sigma_1(\omega)$ around 2000 cm$^{-1}$ as $T$ is lowered, accompanied by a decrease of spectral weight at higher frequency (in the vicinity of 8000–10 000 cm$^{-1}$). This low-$x$ temperature dependence is markedly different from the high-$x$ temperature dependence shown in Fig. 4. In the high $x$ region the conductivity shows behavior more typical of a heavy fermion system. The temperature dependence has a smaller overall magnitude and is more gradual, and spectral weight is approximately conserved below about 6000 cm$^{-1}$ ($0.75 \text{ eV}$). The $x=0.5$ sample provides an intermediate case, with aspects of both the low and high frequency temperature dependence evident. Figures 3 and 4 thus provide a view of the unusual temperature dependence of YbIn$_{1-x}$Ag$_x$Cu$_4$ and its interesting evolution as a function of $x$.

We turn now to the $x$ dependence of the infrared and optical conductivity at low temperature, as shown in Fig. 5 (also see Table I). Although the low-energy peak shifts in frequency as a function of $x$, and indeed that is major part of our study, it is convenient to refer to it as the 2000 cm$^{-1}$ peak ($=0.25 \text{ eV}$). As shown in Fig. 5, this peak undergoes a com-
plex shifting behavior as $x$ is increased, blueshifting slightly when $x=0.3$, then redshifting upon further doping, reaching a minimum peak frequency when $x=0.75$, before blueshifting again as $x$ continues to 1. The strength of this feature is also influenced by $x$ in a nontrivial way, discussed further below.

At higher frequency, the large hump feature centered on 11 000 cm$^{-1}$ in YbInCu$_4$ monotonically blueshifts and decreases in overall strength as $x$ is increased. Further, inflection points around 6000 cm$^{-1}$ and 9000 cm$^{-1}$ redshift slightly upon doping to the $x=0.3$ and $x=0.5$ systems. These inflection points are not discernable for $x=0.75$, but reappear at low frequency (3000 cm$^{-1}$ and 5500 cm$^{-1}$) in the $x=1$ system.

The $x$-dependent profiling of the low temperature conductivity is an important part of our experimental results, allowing clear identification of systematic changes of the low temperature electrodynamics as a function of an external control parameter. The discussion begins with the identification of systematic trends in the 2000 cm$^{-1}$ feature followed by discussions of temperature dependence and interband features in later sections.

Figure 6(a) shows the frequency of the 2000 cm$^{-1}$ feature versus $x$ as determined in two ways. The black triangles mark the frequency of the peak in $\sigma_1(\omega)$ (also marked in Fig. 5). Alternatively, a threshold frequency can be extracted from a fit of the conductivity to a calculation based on the low energy dispersion of the periodic Anderson model (PAM), discussed below.

In addition to examining the frequency of the peak as a function of $x$, we can also look at the strength of the 2000 cm$^{-1}$ feature. We quantify this characteristic through the spectral weight, defined as the integrated intensity of $\sigma_1(\omega)$ over a low frequency interval as follows:

$$n(\omega) = \frac{2m}{\pi e^2} \int_{0^+}^{\omega} \sigma_1(\omega') d\omega',$$

where $m$ represents a bare band mass. The lower limit is chosen to be nonzero ($0^+ = 50$ cm$^{-1}$) in order to exclude from the strength estimate the comparatively minute contribution of the free carrier (Drude) response. The upper limit of integration is chosen to encompass the 2000 cm$^{-1}$ peak without
The constituents of the fits include one narrow Drude ($D_1$, $\Gamma \sim 10-40$ cm$^{-1}$) contribution to represent the free carrier peak, a wide Drude ($D_2$, $\Gamma > 800$ cm$^{-1}$), and a Lorentz oscillator ($L_1$) in the vicinity of the 2000 cm$^{-1}$ feature which, as we discuss below, relate to the Kondo resonance. There are in addition two Lorentz oscillators ($L_2$ and $L_3$, around 7300 cm$^{-1}$ and 11 000 cm$^{-1}$ for $x=0$) to represent the infrared interband conductivity, and two wide Lorentz oscillators at ultraviolet frequencies ($\omega > 30$ 000 cm$^{-1}$) representing the conductivity in that range. These fit components are labeled in Fig. 5.

Previous work has explicitly demonstrated that the calculated line shape of the optical signature of the Kondo resonance is intrinsically non-Lorentzian, and furthermore demonstrated the viability of fits which combine Drude and Lorentz terms to represent the Kondo resonance. The combination of the contributions $D_2$ and $L_1$ reasonably fit the conductivity in the range of the 2000 cm$^{-1}$ peak. The strength from that combination is shown by the triangles in Fig. 6(c). This determination of the strength exhibits an $x$ dependence similar to the simpler integral representations of the strength. This makes one confident that the $n$ versus $x$ dependence shown here is an essential characteristic of the data, and independent of any of the detailed choices we have made in the analysis. $n$ determined by the methods discussed here is presented in Fig. 6(c).

Infrared dynamics of YbIn$_{1-x}$Ag$_x$Cu$_4$: Kondo…

As an alternative to this simple integral calculation of the conductivity, we can fit the complex conductivity with a sum of Lorentzian and Drude response functions,

$$\sigma(\omega) = \sum_j \frac{\omega_j^2}{4\pi i(\omega_j^2 - \omega^2) + \omega \Gamma_j}.$$  

(2)

The constituents of the fits include one narrow Drude ($D_1$, $\Gamma \sim 10-40$ cm$^{-1}$) contribution to represent the free carrier peak, a wide Drude ($D_2$, $\Gamma > 800$ cm$^{-1}$), and a Lorentz oscillator ($L_1$) in the vicinity of the 2000 cm$^{-1}$ feature which, as we discuss below, relate to the Kondo resonance. There are in addition two Lorentz oscillators ($L_2$ and $L_3$, around 7300 cm$^{-1}$ and 11 000 cm$^{-1}$ for $x=0$) to represent the infrared interband conductivity, and two wide Lorentz oscillators at ultraviolet frequencies ($\omega > 30$ 000 cm$^{-1}$) representing the conductivity in that range. These fit components are labeled in Fig. 5.

Previous work has explicitly demonstrated that the calculated line shape of the optical signature of the Kondo resonance is intrinsically non-Lorentzian, and furthermore demonstrated the viability of fits which combine Drude and Lorentz terms to represent the Kondo resonance. The combination of the contributions $D_2$ and $L_1$ reasonably fit the conductivity in the range of the 2000 cm$^{-1}$ peak. The strength from that combination is shown by the triangles in Fig. 6(c). This determination of the strength exhibits an $x$ dependence similar to the simpler integral representations of the strength. This makes one confident that the $n$ versus $x$ dependence shown here is an essential characteristic of the data, and independent of any of the detailed choices we have made in the analysis. $n$ determined by the methods discussed here is presented in Fig. 6(c).

II. MODELING, INFRARED CONDUCTIVITY

We can make progress toward eliciting the relationships suggested in Fig. 6 by examining an interpretation of the 2000 cm$^{-1}$ feature in the context of the periodic Anderson

### Table I. Parameters of the fitting procedure in Fig. 5. Temperature units are K, all other units are cm$^{-1}$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\Delta$</th>
<th>$\omega_0$</th>
<th>$\Gamma$</th>
<th>$\omega_p$</th>
<th>$\Delta$</th>
<th>$\omega_0$</th>
<th>$\Gamma$</th>
<th>$\omega_p$</th>
<th>$\Delta$</th>
<th>$\omega_0$</th>
<th>$\Gamma$</th>
<th>$\omega_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40</td>
<td>60</td>
<td>0</td>
<td>640</td>
<td>16400</td>
<td>2271</td>
<td>3790</td>
<td>35600</td>
<td>7386</td>
<td>2814</td>
<td>14427</td>
<td>11181</td>
</tr>
<tr>
<td>0.3</td>
<td>90</td>
<td>20</td>
<td>0</td>
<td>998</td>
<td>17960</td>
<td>2365</td>
<td>3975</td>
<td>33942</td>
<td>7532</td>
<td>3899</td>
<td>23642</td>
<td>11778</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>0</td>
<td>6547</td>
<td>1218</td>
<td>30200</td>
<td>2397</td>
<td>3702</td>
<td>34470</td>
<td>6094</td>
<td>4789</td>
<td>17374</td>
<td>13780</td>
</tr>
<tr>
<td>0.75</td>
<td>66</td>
<td>8370</td>
<td>2872</td>
<td>32074</td>
<td>1099</td>
<td>3295</td>
<td>41770</td>
<td>7654</td>
<td>6766</td>
<td>19510</td>
<td>13150</td>
<td>8801</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>2306</td>
<td>3274</td>
<td>25998</td>
<td>1421</td>
<td>3891</td>
<td>48064</td>
<td>4281</td>
<td>2283</td>
<td>17318</td>
<td>15927</td>
<td>5493</td>
</tr>
<tr>
<td>250</td>
<td>14967</td>
<td>667</td>
<td>3600</td>
<td>49405</td>
<td>3875</td>
<td>3843</td>
<td>25341</td>
<td>15568</td>
<td>5267</td>
<td>16561</td>
<td>15568</td>
<td>5267</td>
</tr>
</tbody>
</table>
model (PAM). Complementary to the work of other authors,\textsuperscript{33,34,39,42–44} which focus the rigorous techniques of many body theory directly toward the underlying Hamiltonian, we will use a simplified approach based on effective low energy near-\(E_F\) PAM dispersion relations.\textsuperscript{41,45} These dispersion relations provide the basis for a simple unifying picture in which much of the low energy phenomenology of heavy fermion materials can be viewed, including the mass enhancement, aspects of magnetism, and transport measurements.\textsuperscript{46,47} In Fig. 7, the vertical extent of the plot is of order 1 eV and the singly occupied \(f\)-electron level is below the bottom plot boundary. The light dashed lines indicate the bare (unhybridized) conduction electron dispersion.

In a system with no hybridization, the conduction electrons are the dominant influence on the transport properties such as thermopower and resistivity, while at the same time provide a temperature-independent Pauli-paramagnetic contribution to the magnetic susceptibility. The \(f\) electrons, on the other hand, are localized and as a result contribute very little to the transport properties, but play a major role in magnetism, contributing a Curie \(1/T\) term to the susceptibility. Inclusion of the hybridization and onsite Coulomb repulsion terms leads to fundamental departure from this independent particle picture, in which the eigenstates become nontrivial admixtures of the states of \(f\) and conduction electron character.

For energies far from the chemical potential, the effect of the interaction and hybridization is to provide a channel for relaxation of the conduction states, i.e., a broadening of the spectral function along the dispersion curves, however, at lower energies renormalization opens the Fermi surface, and the bands flatten to accommodate the \(f\)-electron weight projected up to the Fermi level as \(k_F\). As we have discussed previously,\textsuperscript{25} the reorganization of the bands in the vicinity of the Fermi level due to many body interactions characterized by the parameter \(\tilde{V}\) leads to narrow peak in the density of states, called the Kondo, or Abrikosov-Suhl, resonance,\textsuperscript{58} which is central to the understanding of heavy

![FIG. 7. (Color online) The PAM dispersion relations. Vertical arrows indicate possible optical transitions. The horizontal dashed lines represent \(E_F\) and \(E_i\). The light diagonal line represents the unrenormalized dispersion of the conduction carriers.](image-url)
fermion and mixed-valent phenomenology. \textsuperscript{41,42,48} As discussed by us previously,\textsuperscript{25} this renormalization creates the possibility for vertical transitions from filled states below \(E_F\), across a direct gap, and into unoccupied levels above \(E_F\), (see the vertical arrows in Fig. 7) at a threshold energy of\textsuperscript{46,49–52}

\[
2V = 2\sqrt{T_K B},
\]

where \(V\) is the hybridization strength renormalized by the onsite \(f\)-electron repulsion and \(B\) is a model parameter associated with the (conduction electron) bandwidth. At threshold, the nesting condition for the upper and lower bands is met (\(\nabla_k \varepsilon^+ = \nabla_k \varepsilon^-\)), leading to a very high quasiparticle joint density of states and a strong peak in the infrared conductivity.\textsuperscript{25} At frequencies larger than the threshold frequency there are two distinct contributions to the conductivity: one originating from levels inside the unrenormalized Fermi surface \((k_\perp\) below); the other from the states occupied as a result of renormalization, i.e., outside the unrenormalized Fermi surface \((k_\parallel\) below). An example of two such transitions with the same frequency \(\omega\) are indicated by dashed arrows in Fig. 7. Transitions involving both of these sets of quasiparticles are important and must be counted independently in the determination of the total optical conductivity, as discussed further below.

In addition to the threshold frequency, another, higher frequency scale appears which is relevant to the electrodynamic response. This higher frequency scale corresponds to the vertical transition (see the long arrow in Fig. 7) which occurs from states on the Fermi surface (i.e., the locus of points which divides the set of occupied and unoccupied \(k\) states). Vertical transitions involving higher \(k\) states cannot occur because both initial and final states are unoccupied when \(k > k_F\), and hence one expects a drop in the conductivity at this frequency. For a linearly dispersing conduction band, direct calculation reveals that the frequency of the last allowed transition is equal to

\[
\Omega_{FS} = \frac{\sqrt{V^2 + \epsilon_f^2}}{\epsilon_f}.
\]

The identification of \(\epsilon_f\) with \(T_K\) (discussed further below), together with Eq. (3) implies that this scale is of the order of the conduction electron bandwidth, \(B\). For high energy transitions, band edge final states can be reached and the linear approximation to the conduction band is likely to become poor. Quasiparticle transitions in this frequency range may be influenced by the details of the underlying band structure.

As we showed previously,\textsuperscript{25} one can calculate a model conductivity via a Kubo-Greenwood approach in a two-band context, in which case one obtains

\[
\sigma_{pam}(\omega) = \frac{2 e^2 |\mathbf{p}_{+,-}|^2 (E_F + \epsilon_f) + \omega^2 - 4 \tilde{V}^2}{m^2 |\nabla \epsilon_{k_F}|^3 \pi \sqrt{\omega^2 - 4 \tilde{V}^2}}
\]

for \(2 \tilde{V} < \omega \sqrt{\frac{\epsilon_f + \epsilon_f^2}{\epsilon_f}}\) and

\[
\sigma_\text{pam}(\omega) = \frac{2 e^2 |\mathbf{p}_{+,-}|^2 (E_F + \epsilon_f) + \omega^2 - 4 \tilde{V}^2}{m^2 |\nabla \epsilon_{k_F}|^3 \pi \sqrt{\omega^2 - 4 \tilde{V}^2}}
\]

for \(\omega > \sqrt{\frac{\epsilon_f + \epsilon_f^2}{\epsilon_f}}\), where \(|\mathbf{p}_{+,-}\)| is the matrix element for transitions between the two bands under consideration. Figure 8(a) shows this lineshape for two sets of \(V\) and \(\epsilon_f\) values. The dramatic onset of the model optical conductivity occurs at the threshold frequency given by Eq. (3). The upper cutoff occurs at the frequency given by Eq. (4) as discussed above, and is associated with end of occupied states in the lower coherent band, \(\epsilon^-\), at \(k_F\) (c.f. Fig. 7). The possible association of this cutoff with the experimental feature, L2, is discussed in Sec. V, which focuses on the behavior of the high frequency transitions.

The lineshape generated by these considerations is extremely sharp and a meaningful comparison with the data requires addressing the effects of relaxation. To this end, we convolute this idealized lineshape with a Lorentzian function, keeping the half width \(\Delta\) as an adjustable parameter when performing fits to the measured conductivity. Examples...
of fits produced using this procedure are shown in Fig. 8(b).

The broadening parameter \( \Delta \) addresses the finite width of the spectral function along the dispersion curves of Fig. 7, and therefore provides a measure of the statistical time over which a typical quasiparticle decays. The numerical values for \( \Delta \) obtained from our fits range from 0.12 to 0.17 eV, with an associated time scale for decay in the range \( \tau = \hbar / \Delta = 5.4 \) ps to 3.8 ps, respectively. These lifetimes estimates are in good agreement with the quasiparticle lifetime of members of this class of materials (YbAgCu4), as measured directly by Demsar et al. in pump probe experiments\(^{53} \) of electron-hole relaxation lifetime. The extraction of a comparable lifetime from this analysis of conductivity data is a meaningful consistency check on the method developed here.

We now take a moment to consider the possible influence of \( \mathbf{k} \)-dependent matrix elements associated with the composite nature of the hybridized quasiparticles on the electronic response. The hybridizing quasiparticles are composite admixtures of excitations with both \( f \) and conduction electron character. The regions of the dispersion which are flatter correspond to quasiparticles with a large amplitude of \( f \) admixture whereas regions which follow more closely the bare conduction dispersion are dominated by conduction character. Generally speaking transitions among the bare states are not all equally probable (i.e., \( |p_{cf}| \neq |p_{cf}| \neq |p_{cf}| \)). Thus one expects that the optical transition rate for quasiparticles may exhibit some dependence on \( \mathbf{k} \), which goes beyond our earlier assumptions.

One can obtain a relatively simple model with \( \mathbf{k} \) dependence by assuming transitions among bare states only occur between conduction electron initial and final states (i.e., \( p_{cf} \) \( \neq 0 \), \( |p_{cf}| \neq |p_{cf}| \neq 0 \)), and using that to calculate the transition rates between the hybridized quasiparticle bands. To model the nonconstant admixture of states, we use the coherence factors of the resonant level model\(^{47,50} \) (also known as Fano-Anderson\(^{54} \)),

\[
\Gamma_{\mathbf{k},\sigma} = \frac{1}{\sqrt{1 + \left( \frac{\tilde{V}}{\epsilon_f - \epsilon^*} \right)^2}}, \quad \Gamma_{\mathbf{k},\sigma} = \frac{1}{\sqrt{1 + \left( \frac{\tilde{V}}{\epsilon_f - \epsilon^*} \right)^2}}.
\]

The calculation of the optical conductivity is then altered because the JDOS integral [Eq. (4) from Hancock et al.\(^{25} \)] picks up a factor \( \Gamma_{\mathbf{k},\sigma}^2 \) \( \Gamma_{\mathbf{k},\sigma}^2 \) \( \Gamma_{\mathbf{k},\sigma}^2 \) \( \Gamma_{\mathbf{k},\sigma}^2 \) \( \Gamma_{\mathbf{k},\sigma}^2 \) \( \Gamma_{\mathbf{k},\sigma}^2 \) associated with these coherence factors. One thus obtains a model conductivity similar to Eqs. (5) and (6), but with \( |p_{cf}|^2 \) replaced by \( |p_{cf}|^2 \) \( |p_{cf}|^2 \) \( |p_{cf}|^2 \) \( |p_{cf}|^2 \) \( |p_{cf}|^2 \). The most significant effect of the inclusion of coherence factors is that the conductivity at high frequency should fall to zero much more quickly than in the constant matrix element case.\(^{50} \) The line shapes with and without coherence factors are contrasted in the inset of Fig. 8(a).

This approach may be too nuanced because in a general mixed valent system, bare \( f \)-to-conduction state transitions can be appreciable, and in fact are expected to be important in \( \text{YbIn}_1-x\text{Ag}_x\text{Cu}_4 \). This is because the conduction band states are derived primarily from Cu-In-Ag \( p \) and \( d \) orbitals,\(^{26} \) whereas the \( f \) electrons sit on Yb sites. This physical displacement between the underlying orbital states is manifest in the banded states through nonvanishing dipole transition matrix elements, \( |p_{cf}|^2 \).\(^{50} \) Thus, in \( \text{YbIn}_1-x\text{Ag}_x\text{Cu}_4 \), transitions involving the flatter portions of the quasiparticle dispersion, which are dominated by \( f \)-like character, can be expected to provide a considerable contribution to the optical strength, thus we feel that Eqs. (5) and (6) are more applicable to \( \text{YbIn}_1-x\text{Ag}_x\text{Cu}_4 \).

III. DISCUSSION, \( T_K \) SCALING

We now analyze the \( x \) dependent frequency of the 2000 cm\(^{-1} \) feature [Fig. 6(a)], and its relationship to the Kondo temperature \( T_K \) [Fig. 6(b)]. Figure 9 shows \( \omega_{th} \), the maximum of the conductivity, and the threshold frequency \( \omega_{th} \), determined from the fit described above, plotted versus the square root of the Kondo temperature. The complex \( x \) dependence of \( \omega_{th} \) and \( \omega_{pk} \) (Fig. 6) simplifies considerably when we plot these quantities as a function of \( T_K \) (Fig. 9). The emergence of a functional relationship between these quantities implies that the frequency of the 2000 cm\(^{-1} \) peak is controlled by the same physics that underlies the thermodynamic behavior. The square root dependence is evidence that hybridization physics plays a dominant role.

With that in mind, the modeling developed in the previous section can be used to extract an estimate for the band parameter \( B \) [Eq. (3)] by associating the threshold frequency, \( \omega_{th} \), with its PAM value, 2\( \tilde{V} \). The slope of the line through the \( \omega_{th} \) values in Fig. 9, together with Eq. (3), directly gives \( B = 0.30 \) eV. This value of \( B \) reflects the rate at which the frequency increases with \( T_K \). This can be compared with expectations based on density of states, as well as the rate at which the strength decreases with \( T_K \), as discussed below.

As shown previously,\(^{25} \) one can integrate \( \sigma_{pam} \) in closed form to obtain

\[
\sigma_{pam} = \frac{4|p_{cf}|^2 k_F}{\pi^2} \ln \left( c \sqrt{\frac{B}{T_K}} \right).
\]

This is essentially the area under the curves of Fig. 8(a). Figure 10(a) shows a least squares fit of this logarithmic scaling relationship between \( T_K \) and \( \sigma_{pam} \).
For the temperature dependence of $n$ given by

$$T_K = w_N T_L,$$  \hspace{1cm} (10)

and $w_N$ is the generalized Wilson number given by

$$w_N = \frac{e^{1+C-(3/2)N}}{2 \pi \Gamma \left(1 + \frac{1}{N}\right)}.$$  \hspace{1cm} (11)

For the $j=\frac{7}{2}$ moment of Yb, $N=8$ and $c=0.66$.

Using this value of $c=0.66$ and fitting the measured result to Eq. (8) gives $B=0.35$ eV and 0.45 eV for $n(4000 \text{ cm}^{-1})$ and $n(6000 \text{ cm}^{-1})$ [Eq. (1)], respectively. We consider these to be a reasonable agreement given the simplicity of our approach. These values of $B$, which are determined by the amount that $n$ goes up when $T_K$ goes down, are similar in size to our previous estimate of the parameter $B=0.30$ eV determined from the amount that $\omega_{th}$ goes down as $T_K$ goes down. Therefore, in addition to the agreement of experiment and theory regarding the direction of the $T_K$ dependence of $n$ and $\omega_{th}$, the sensitivity of the dependence of $n$ and $\omega_{th}$ on $T_K$ are in reasonable agreement with each other. In addition, the numerical values for $B$ are reasonable bandwidths for the InAgCu $d$-orbital derived band states of YbIn$_{1-x}$Ag$_x$Cu$_4$. Thus we conclude that the observed dependences of both $n$ and $\omega_{th}$ on $T_K$ is consistent with the predictions of the periodic Anderson model in magnitude as well as direction.

An alternative strength estimate can be made using the coherence factor model of the conductivity, shown in detail above. In that case, we replace $|p_{\pm}^2|_{\alpha=0}$ by $|p_{\alpha}|_{\alpha=0}^2 2^{\frac{1}{2}} \omega^2$ and integrate to obtain an alternate result for the theoretical strength

$$n_{\text{pam}} = \frac{|p_{\alpha}|_{\alpha=0}^2 k_F c^2 B - T_K}{\pi^2 c^2 B + T_K}.$$  \hspace{1cm} (12)

Again using $c=0.66$, fits to the data would yield $B$ estimates 0.17 and 0.19 eV, for $n(4000 \text{ cm}^{-1})$ and $n(6000 \text{ cm}^{-1})$, respectively. These values are in order-of-magnitude agreement with the parameter estimates made above. This functional form is fit for comparison to the data in Fig. 10(b).

While there is uncertainty in the fitting, particularly at higher temperatures, these data indicate an increase in frequency with temperature for each value of $n$. The previous sections focus on the $x$ dependence of the “2000 cm$^{-1}$” feature and show that the scaling of both its strength and frequency are consistent with predictions based on PAM dispersion relations. This analysis provides a strong basis for identifying this feature as a Kondo resonance transition, as illustrated in Fig. 7. Here we look at the temperature dependence of this Kondo resonance transition. Figure 11 shows peak frequencies of this transition, taken as a function of temperature for each value of $n$ for YbIn$_{1-x}$Ag$_x$Cu$_4$.

**Figure 11.** (Color online) The frequency of the Kondo resonance excitation (L1) is shown as a function of temperature for each value of $x$ for YbIn$_{1-x}$Ag$_x$Cu$_4$. 

**IV. TEMPERATURE DEPENDENCE AND SUM-RULES**

The previous sections focus on the $x$ dependence of the “2000 cm$^{-1}$” feature and show that the scaling of both its strength and frequency are consistent with predictions based on PAM dispersion relations. This analysis provides a strong basis for identifying this feature as a Kondo resonance transition, as illustrated in Fig. 7. Here we look at the temperature dependence of this Kondo resonance transition. Figure 11 shows peak frequencies of this transition, taken as the center frequency of the associated Lorentzian (L1) from the fitting described in Sec. I. These are shown as a function of temperature for each value of $x$. For $x=0$, the large blueshift can partly be attributed to an increase in damping in combination with the asymmetric line shape. However, this alone cannot account for the entire blueshift below 50 K. While there is uncertainty in the fitting, particularly at higher temperatures, these data indicate an increase in frequency with temperature at $x=0$, and a possible decrease of the transition frequency with temperature up to about 150 K for $x=1$.
however, it seems potentially interesting and suggests a problem to be addressed by future theoretical work. Thermodynamic measurements\(^3\) indicate that the Kondo scale is essentially constant below the phase transition temperature, thus the apparent change in the Kondo resonance transition energy with temperature is puzzling and indicates physics beyond the \(\sqrt{T_KB}\) scaling. Addressing the temperature-dependent behavior of this system and understanding the origins of the phase transition remain important goals for future theoretical work.

Figure 12 shows the integral of \(\sigma_f(\omega)\) from 0 to \(\omega\) at 20 and 250 K. This sum-rule related quantity, \(n(\omega)\) (the infrared spectral weight) evolves in interesting ways as a function of \(T\) and \(x\). At the high \(x\) values, represented by 1.0 and 0.75, it rises rapidly below about 5000 cm\(^{-1}\) and then less rapidly above about 7000 cm\(^{-1}\) (0.9 meV). For the low \(x\) values, 0 and 0.3, the rate of increase of \(n(\omega)\) with \(\omega\) is more uniform. The composition \(x=0.5\) provides an intermediate case which does not fit neatly into either category.

These behaviors reflect the underlying differences in the nature of \(\sigma_f(\omega)\) at different \(x\) values. For high \(x\), \(\sigma_f(\omega)\) is generally large below about 5000 cm\(^{-1}\) and much smaller above about 7000 cm\(^{-1}\). For low \(x\), on the other hand, the conductivity has roughly the same magnitude at 1000 and 10 000 cm\(^{-1}\). This is in large part due to a transition at around 10 000 cm\(^{-1}\), which is particularly strong in the low \(x\) mixed-valent region. As discussed in the next section, we associate this transition with excitations between the Fermi level and a nearby (localized) \(f\) level on the Yb. In the evolution from the mixed-valent region (low \(x\)) to the heavy-fermion regime (high \(x\)) this feature moves to higher frequency, reflecting an increased separation between the \(f\) level and Fermi level. Our infrared data also show considerable

\[
\text{FIG. 12. (Color online) } n(\omega), \text{ the integral of } \sigma_f(\omega), \text{ is shown at 20 K and 250 K for five } x \text{ values. The curves for different } x \text{ all have the same vertical scale; each pair is offset from the preceding one by an amount corresponding to 2.1 carriers per Yb for a mass of } 4m_e, \text{ as shown.}
\]

weakening of this transition with increasing \(x\). This may be associated with changes in hybridization and dipole matrix-element strength as one moves away from the mixed-valent regime. It is the strength of this transition in the mixed-valent regime that leads to the more or less constant slope of \(n(\omega)\) for \(x=0\) and 0.3.

Like the frequency dependence of \(n(\omega)\), the temperature dependence also changes qualitatively as a function of \(x\). For low \(x\), the behavior of \(n(\omega)\) in the low frequency region (below about 7000 cm\(^{-1}\)) is dominated by the growth of the Kondo resonance at low temperature. As a consequence, the low-temperature value of \(n(\omega)\) exceeds the high-temperature value up to about 9000 cm\(^{-1}\) (where they cross) for low \(x\). In contrast, for \(x=1\), the high-temperature value exceeds the low-temperature value of \(n(\omega)\). These observations reflect fundamental differences in the temperature dependence of \(\sigma_f(\omega)\) in the high- and low-\(x\) regions, as shown in detail in Figs. 3 and 4.

**V. DISCUSSION; HIGH FREQUENCY TRANSITIONS**

We now consider the \(x\)-dependent trends in the high frequency (\(\omega>6000 \text{ cm}^{-1}\)) conductivity. We will use the language in Fig. 5 (Sec. I) associated with Lorentzian fitting of the conductivity data, focusing our attention on the features L2 and L3. In Figs. 13(a) and 13(b) we show the center frequency and strength of these high energy excitations as a
function of $x$. This measured $x$ dependence can enhance our understanding of the nature of the underlying states associated with these transitions and the density of states near $E_F$.

In a textbook picture of metals and semiconductors, an important effect of doping is to add or remove electrons from a set of band states, thereby influencing the position of $E_F$. In YbIn$_{1-x}$Ag$_x$Cu$_4$, increasing $x$ from 0 to 1 corresponds to the net removal of two electrons (per formula unit) from the system, hence we expect the Fermi level to move downward in energy as $x$ is increased. Relativistic band structure calculations addressing these changes have been carried out by Antonov et al.\textsuperscript{26} In this scenario, optical features involving transitions from filled states just below $E_F$ tend to weaken and move upward as $x$ is increased and these states are emptied.\textsuperscript{56} The dashed arrow of Fig. 13(c) illustrates one such transition, which we identify with L3. In this scenario, the width of the feature when $x=0$ suggests bandwidths of order $\sim 1$ eV, and the threshold for these transitions, approximately 7000 cm$^{-1}$ ($\sim 0.9$ eV) when $x=0$, gives an indication of the overall energy position relative to $E_F$. Furthermore, the amount of shift with doping implies that the density of states in the near-$E_F$ region of the band structure is approximately $2/0.58$ eV$^{-1}$/f.u. Both of these numbers are quite reasonable for conduction bands in rare earth and transition metal systems.\textsuperscript{55}

With this rigid band interpretation as a backdrop describing the salient relationships between L3 and $x$, the correlated electron effects discussed in previous sections occur in addition. The renormalization discussed there dresses these bare states and the renormalized region of the band structure, including the Kondo resonance, tracks $E_F$, which moves downward with increasing $x$.

We now turn to the systematics of the feature L2. Here we explore the possibility that this feature is associated with the upper cutoff in our model calculation [Fig. 8(a) and Eq. (4)], which is suggested by the coincidence between the energy of the L2 feature and that of the upper cutoff. Unlike L3, the strength of L2 is nearly independent of $x$, which directs our attention away from a simple band interpretation. When considering an identification of the component L2, we point out the significant temperature dependence in the frequency region associated with L2, as shown in Figs. 2, 3, and 11. The temperature dependent interplay of spectral weight contained in the frequency intervals of L1 and L2 leads one naturally to speculate that perhaps the same correlated electron physics controlling L1 may also be relevant to L2. One is thus led toward the question of whether the L2 feature represents a further phenomenon associated with hybridization physics.

We noted in Sec. II that in addition to the strong peak in the PAM conductivity associated with renormalized band nesting, a second feature could appear at higher frequencies associated with the initial state energy crossing $E_F$. In a linearly dispersing band model, this change occurs around the conduction electron bandwidth frequency [Eq. (4)]. In a more realistic bandstructure, the filling fraction and band curvature details could influence the frequency and magnitude of this conductivity change. In particular, if the transition final states are band edge states, then significant shifting with doping concentration could result.

With these considerations, it is reasonable to suggest that L2 represents a conductivity feature arising from Fermi sur-
ising, in particular the prediction of substantial temperature dependence of the high frequency optical conductivity, however, this model does not yet explicitly include the effects of hybridization. It is possible that a minimal model that describes the first order phase transition and also includes the Kondo physics may require extension of the periodic Anderson model to include Falicov-Kimball-type interaction.

VII. CONCLUSIONS

Our results indicate that $T_K$ scaling is present in the low temperature finite-frequency dynamics of YbIn$_{1-x}$Ag$_x$Cu$_4$ and can be addressed in the context of local-moment models. Furthermore, our data provide numerical estimates of key parameters necessary for the construction of a minimal theoretical model of the valence transition as well as pointing out salient features of the underlying band structure. Further work may be directed toward greater understanding of this low-$T$ scaling behavior as well as unexplained temperature-dependent behavior of lightly doped YbIn$_{1-x}$Ag$_x$Cu$_4$.
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