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Significant challenges face DRAM scaling toward and beyond the 0.10-μm generation. Scaling techniques used in earlier generations for the array-access transistor and the storage capacitor are encountering limitations which necessitate major innovation in electrical operating mode, structure, and processing. Although a variety of options exist for advancing the technology, such as low-voltage operation, vertical MOSFETs, and novel capacitor structures, uncertainties exist about which way to proceed. This paper discusses the interrelationships among the DRAM scaling requirements and their possible solutions. The emphasis is on trench-capacitor DRAM technology.

Introduction

DRAM technology has progressed at a rapid pace since the invention of the one-transistor/one-capacitor cell (Figure 1) in the late 1960s [1], with an introduction of a new generation and chip density quadrupling every three years. The decade of the 1990s has seen DRAM manufacturing advance from the 4Mb to the 256Mb generation [2]. In recent years there has been a shift from a technology generation strategy (4 Mb/0.7 μm, 16 Mb/0.5 μm, etc.) to a shrink strategy (64 Mb/0.35 μm/0.25 μm/0.2 μm, etc.) with shorter development cycles [3]. The high volumes that DRAM manufacturing guarantees and the relatively predictable product roadmap have made DRAM the vehicle that drives a large part of the manufacturing infrastructure for the microelectronics industry. DRAM technology is optimized for low cost and high yield, with a particular focus on low-leakage devices and the storage capacitor.

As DRAM enters the 21st century, the course of DRAM technology development continues to be driven by the need for smaller cell sizes. To obtain a reasonable number of chips per wafer and to fit within conventional packages, DRAM chips have increased in size by about 40% per generation, while the number of bits per chip has
The designed gate length of the array-access MOSFET is typically equal to the designed width of the wordline; therefore, decreases in wordline pitch have translated into shorter channel lengths from generation to generation. Conventional MOSFET scaling theory [4] was applied to provide shorter-channel-length MOSFETs having electrical characteristics that are satisfactory for DRAM cell-access transistors; reduction in channel length was accompanied by increased channel doping concentration and decreased gate dielectric thickness.

However, lithography scaling provides only a factor of 2 reduction in area for each linear dimension reduction of 0.7x. To achieve close to a factor of 3 reduction in cell area per generation, the remainder must come from innovations in cell structure. The 4Mb generation introduced the use of three-dimensional storage-capacitor structures [5]. From the 16Mb through the 256Mb DRAM generations (Figure 2), density-enhancing innovations focused on the use of techniques such as shallow-trench isolation (STI) [6], bitline contact borderless to wordline [7], and self-aligned buried strap [8]. The most aggressive 256Mb DRAM products in manufacturing in 2001 have cell sizes of approximately 0.16 μm², with minimum pitches of 0.28 μm and designed array MOSFET channel length of 0.14 μm (commonly referred to as the 0.14-μm technology node).

At the present point on the DRAM technology timeline, mechanisms that may limit further scaling of the channel length of MOSFETs in DRAM cells are receiving renewed attention. In order to store more charge on the capacitor, DRAM memory chips use longer channel lengths and higher voltage levels on the gate compared to the performance-oriented logic devices fabricated with equal lithography capability. Most present circuits achieve a voltage on the capacitor, \( V_{\text{storage}} \), which is about 1.5–1.8 V less than the peak voltage applied to the gate of the memory-cell devices. Part of this voltage difference results from the high threshold voltage, \( V_t \), in the memory-cell devices (≈0.8 V) needed to prevent subthreshold conduction of charge from the capacitor to the bitline at times when the bitline is at a low voltage; body-effect and threshold-voltage tolerances add to the gate voltage required to turn on this device adequately to write the high level, \( V_{\text{storage}} \), into the capacitor. As DRAMs are scaled to smaller dimensions, the voltage that can be applied to the memory devices will follow a path similar to that for logic devices (but delayed in time) because the DRAM devices are at a maximum field strength for gate-oxide reliability in any given generation [9]. Therefore, the stored voltage on the capacitor will shrink rapidly as the voltages are scaled down unless a better technique is found.

Another major problem which must be considered in scaling of the DRAM transistor is increased leakage due
to tunneling currents in the gate insulator and in the drain-body junction. This has been shown in numerous papers [10] to be an important limit to scaling of logic transistors. It is much more critical in DRAM because of the extremely small allowable leakage [\(\sim 1\) femtoampere \((10^{-15}\ A)\)] per device to prevent any substantial decay of the voltage stored on the capacitor. To make matters worse, the increased doping in the body of the transistor in the normal path of scaling has been shown to cause an increase in the number of transistors failing the specifications for retention of data, presumably due to some defect mechanism [11–13]. Therefore, the bounds imposed on the acceptable design space for the array-access transistor present a very serious challenge to the continued scalability of the planar MOSFET DRAM cell.

The storage capacitor is another area of focus for DRAM cell-size reduction. IBM’s 256Mb DRAM chip with a minimum lithographic feature size of 0.14 \(\mu\)m and a cell size of 0.16 \(\mu\)m\(^2\) has a storage capacitor with a surface area of approximately 5 \(\mu\)m\(^2\) and a capacitance of approximately 40 fF. Through the 0.14-\(\mu\)m generation, methods of reducing the amount of silicon real estate occupied by the storage capacitor while maintaining sufficient capacitance have included the following: Thinning of the capacitor dielectric, use of insulating materials with a higher dielectric constant, and three-dimensional capacitor structures [14]. The ability to maintain large-surface-area capacitors in such small cells is made possible by three-dimensional capacitor structures that are built either above the silicon surface (stacked capacitors), or in the silicon substrate (trench capacitors) [15]. Figures 3 and 4 respectively show examples of a stacked-capacitor cell (STC) [16] and a trench-capacitor cell [17] suitable for the 0.15-\(\mu\)m generation. It is shown in this paper that trench-capacitor DRAMs have a clear path for scaling down to design rules for less than 0.1 \(\mu\)m. The ability to scale stacked-capacitor cells is less clear because of challenges associated with the introduction of new dielectrics and array-device scaling problems. Since the scaling path of trench-capacitor cells appears to be more tractable than that for stacked-capacitor cells, this paper concentrates on the former.

Trench-capacitor cells also offer the advantage of being amenable to full planarization, making trench-storage technology more favorable for integration with high-performance CMOS logic for embedded memory applications [18–20]. Integration of DRAM with high-performance CMOS logic, for embedded memory applications, is growing in importance to meet the increased data bandwidth and reduced latency requirements of speedier new generations of processors [21, 22]; however, density and performance improvements must not come at the expense of power dissipation per chip, which means that data-retention time requirements per cell remain very important.

This paper examines two important factors challenging DRAM cell-size scaling, which are driving the direction of DRAM technology development: 1) access-transistor scaling, which considers the competing requirements of threshold-voltage control, ultralow total leakage current, and MOSFET drive current sufficient for charge transfer, and 2) scaling of the storage capacitor, addressing the need to maintain adequate storage capacitance and sufficiently low series resistance.
Table 1  Array MOSFET scaling behavior, zero vs. negative wordline-low. Gate-oxide thickness, $t_{ox}$, is constrained by a 5-MV/cm reliability-imposed limit on gate electric field. Channel length follows the MOSFET scaling trend of being from 25 to 40% $t_{ox}$. For −0.5 V negative wordline-low, $V_{dd}$ can be reduced to about 0.3 V and still keep the transistor well turned off. For a given capacitor voltage, the negative wordline approach allows a shorter, more scaled array transistor with a lower $V_{WLH}$ required to write a ‘1’ into the cell. For a given value of $V_{WLH}$, the maximum capacitor voltage, $V_{HLC}$, is increased by somewhat less than 0.5 V.

<table>
<thead>
<tr>
<th>Maximum device voltage, $V_{WLH}$ (V)</th>
<th>Equivalent $SiO_2$, $t_{ox}$ (nm)</th>
<th>Nominal channel length, $L_{eff}$ (nm)</th>
<th>Maximum capacitor voltage, $V_{HLC}$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.3</td>
<td>6.6</td>
<td>250</td>
<td>1.80</td>
</tr>
<tr>
<td>2.5</td>
<td>5.0</td>
<td>150</td>
<td>1.19</td>
</tr>
<tr>
<td>1.8</td>
<td>3.6</td>
<td>100</td>
<td>0.63</td>
</tr>
<tr>
<td>1.5</td>
<td>3.0</td>
<td>80</td>
<td>0.36</td>
</tr>
<tr>
<td>1.2</td>
<td>2.4</td>
<td>60</td>
<td>0.21</td>
</tr>
</tbody>
</table>

### Scaling challenges for the DRAM array transistor

A DRAM cell (Figure 1) consists of a MOSFET (also referred to as the array-access transistor or transfer device) in series with a storage capacitor. The wordline contacts the gate of the transfer device, and the bitline contacts the source/drain of the transfer device that is not connected to the storage capacitor. Data is written by turning on the transfer device by raising the wordline and writing a high or low voltage level onto the storage capacitor via the bitline. Data is stored by turning off the transfer device by lowering the wordline, trapping the voltage/charge on the storage capacitor. In industry-standard DRAM, data is conventionally read by precharging the bitline midway between the high and low levels, turning on the transfer device, and sensing the bitline voltage change (the signal voltage) caused by charge sharing between the storage capacitor and the parasitic bitline capacitance. The signal voltage is given by

$$V_{signal} = 0.5 \times V_{storage} \times C_{storage} / (C_{bitline} + C_{storage}),$$

where $V_{storage}$ is the voltage difference between the stored high and low levels on the storage capacitor, and $C_{bitline}$ is the parasitic capacitance of the bitline including the input capacitance of the sense amplifier.

The extent to which the actual voltage difference between the stored high and low levels on the storage capacitor, $V_{storage}$, approaches the voltage swing on the bitline (bitline-high voltage, $V_{HLC}$ minus bitline-low voltage, which is usually zero), is determined by the current provided by the access transistor, the value of the storage capacitor, and the amount of time allocated for the transfer of charge between the bitline and the storage capacitor. To maximize the signal, it is desired to use a value of bitline voltage swing that is as large as possible while meeting the active-power-dissipation constraints and maintaining compatibility with the chip circuitry outside the array area (the support area). As an example, in an operating DRAM, $V_{signal}$ may be in the range of 100 to 200 mV for a $V_{storage}$ approaching 1.5 V. Furthermore, the array-access MOSFET must operate as closely as possible to an ideal switch; the lowest value of source-follower $V_s$ for the highest drive current, while meeting the off-current objective, is desired. (As shown in Figure 1, the source-follower mode of operation occurs when charge is transferred between the bitline and the storage capacitor.) This implies a small subthreshold slope and minimal back-bias sensitivity. Although maximizing the transfer ratio $[C_{storage}/(C_{bitline} + C_{storage})]$ is also a goal, the focus of this section is on scaling the channel length of the access transistor to ever-smaller design ground rules.

### Voltage-scaling issues

A scenario for scaling DRAM to smaller dimensions is shown in Table 1. The maximum voltage stress on the gate insulator of the DRAM access transistor occurs when either the bitline voltage or the storage capacitor voltage is zero (during writing, restoring, or reading data) and the wordline voltage is at its high level, $V_{WLH}$. Scaling down $V_{WLH}$ as shown in the first column of Table 1, along the voltage-scaling path already established for logic devices, allows the effective gate-insulator thickness to be scaled down as shown for the maximum electric field of 5 MV/cm considered necessary for reliability of the gate insulator [23]. The channel length can then also be scaled down by the same amount, assuming that the depletion depth in the channel region of the turned-off device is also scaled using increased channel doping and possibly some reduction of the body bias. This reverse body bias, $V_{BB}$ (Figure 1), is conventionally used to prevent any forward bias of the source–body junction due to circuit noise on the bitline or body, which could cause injected electrons from the source to diffuse to a capacitor node diffusion.
the drain diffusion of the transistor connected to the capacitor electrode) and discharge a stored “1” level.

Referring to Figure 1, as the wordline voltage \( V_{\text{WLI}} \) is reduced, the ability to write a voltage into the cell decreases rapidly, as shown in Table 1. Two different cases are shown. In the first, the wordline for the “off” transistor is at \( V_{\text{WLI}} = 0 \). For the second case, the “off” wordlines are kept at \( V_{\text{WLI}} = -0.5 \) to assist further in turning off the transistor. We call this the “negative wordline-low” case. For the \( t_{\text{on}} = 6.6\-\text{nm} \) zero wordline-low case, \( V_{\text{WLI}} \) must be about 1.5 V greater than \( V_{\text{EIH}} \) to write the full level into the cell. The required gate voltage above the sum of the source follower \( V_{\text{gs}} \) and \( V_{\text{EIH}} \) is assumed to scale down with \( t_{\text{on}} \), thus maintaining constant inversion charge density at the end of the write “1” operation.

For the first case, the limitations on writing a “1” into the cell are shown in Figure 5, which plots the threshold voltage \( V_{\text{th}} \) vs. the source-body voltage for the saturated \( (V_{\text{DS}} = V_{\text{EIH}}) \) case and the linear \( (V_{\text{DS}} = 0) \) case. To retain a stored “0” voltage on the capacitor when the wordline is at zero and the bitline is at \( V_{\text{EIH}} \) (or to retain a stored “1” when the wordline and bitline are both at zero) requires a \( V_{\text{th}} \) value of at least 0.8 V under the bias conditions identified in the figure (at the highest operating temperature) in order to keep the device current at about \( 10^{-15} \) A or less. Writing the high level (in this case 1.5 V, with a p-well bias of \(-0.5 \text{ V}\)) into the capacitor causes the \( V_{\text{th}} \) to rise as shown because of the increased source-body voltage (body effect) and the reduced drain-source voltage (the reverse of drain-induced barrier lowering, or DIBL). Some amount of gate-source signal above \( V_{\text{th}} \) (about 0.3 V) is also required to keep the transistor sufficiently turned on to charge the capacitor in a reasonable time, and some allowance must be made for manufacturing process tolerances (e.g., variations in channel length, width, and STI corner effect). Thus, \( V_{\text{WLI}} \) must be about 1.5 V greater than \( V_{\text{EIH}} \) in this case to write the full level into the cell, and \( V_{\text{WLI}} = V_{\text{EIH}} - 1.5 \text{ V} = 1.5 \text{ V} \) for \( V_{\text{EIH}} = 3.0 \text{ V} \).

Scaling the transistor to thinner gate oxide \( (t_{\text{on}}) \) and reducing the maximum wordline voltage \( V_{\text{WLI}} \) will reduce the voltage \( V_{\text{EIH}} \) that can be written into the cell, as shown in Table 1. The numbers there are derived with the understanding that the minimum \( V_{\text{th}} \) value for data retention, 0.8 V, cannot be scaled, since the current at the threshold must be reduced by about eight decades and the subthreshold slope at \( T = 85\text{°C} \) will remain at 100 mV per decade of current change. The body effect and DIBL effect are assumed to scale down with \( V_{\text{EIH}} \) and \( t_{\text{on}} \). The net result is that the achievable stored capacitor voltage falls rapidly as the DRAM transistor is scaled.

A somewhat better result is predicted in the negative wordline-low case, where the wordline is returned to a negative 0.5 V so that the worst-case array transistor \( V_{\text{th}} \) can be reduced to about 0.3 V and still keep the transistor well turned off. In a given generation, this lower \( V_{\text{th}} \) allows nearly 0.5 V greater voltage to be written into the capacitor, but it does require a larger wordline signal swing. More significantly, for a given capacitor voltage the negative wordline approach allows a shorter, more scaled array transistor with a lower value of \( V_{\text{WLI}} \).

Although projections by the National Technology Roadmap for Semiconductors [24] call for operating voltages of CMOS logic to drop by about a factor of 0.7 to 0.8 per generation to keep power dissipation in check, DRAM designers have generally been very reluctant to consider the possibility of reducing the voltage stored on the capacitor because of the loss of signal when reading the cell and because of soft-error concerns. On the other hand, scaling principles suggest that a given design point scaled down in all dimensions and voltage should work well as far as the reduced signal level on the sense amplifier is concerned. In principle, the important noise sources are reduced with scaling, including mismatch in the sense-amplifier devices down to the point at which statistical fluctuation of impurities becomes important [10]. The eventual voltage-scaling path for DRAM depends as heavily on the capacitor as on the array.
gate material (e.g., tungsten instead of n+ polysilicon ("poly") for an n-MOSFET) that would allow identical doping profiles, electric fields, and device function, with the gate driven by the same magnitude of signal swing but with $V_\text{wll} = 0$. This device would have a minimum $V_g$ of 0.8 V, but for a given wordline swing could be scaled further (i.e., thinner $t_o$ than the n+ poly-gated device using $V_\text{wll} = 0$) because of its reduced vertical electric field. As with the negative wordline-low device, the electric field is increased in the turned-off condition relative to the grounded-wordline n+ poly-gated case, which raises a concern about gate-induced drain leakage (GIDL) [27].

### Leakage issues

All leakage-current requirements for the DRAM array transistor are much more stringent than for logic transistors. In addition to the MOSFET subthreshold off-current already discussed, several components of leakage current seen by the array storage-node diffusion are significantly affected by DRAM cell-size scaling: storage-junction-to-well leakage, array MOSFET GIDL, tunneling current in the gate insulator, and storage-capacitor dielectric leakage. The first three of these components are strongly influenced by channel-length scaling and voltage operating conditions, and the last may be affected by scaling of the storage capacitor. To ensure that adequate retention time is achieved from cell to cell across a chip, from chip to chip, and from wafer to wafer, the median value of the sum of all components of leakage current seen by the storage-node diffusion must be less than about 1 fA per cell. This ultralow value of storage-node leakage provides a guard band for the distribution of leakage, thus ensuring a sufficiently low frequency of occurrence of cells that fail to provide adequate retention time. In contrast, acceptable subthreshold off-current leakage for high-performance logic MOSFETs is typically six orders of magnitude greater than for the DRAM array device.

DRAM devices use low-dose phosphorus doping for the drain in order to achieve a low-leakage graded junction. Figure 6 shows the simulated potential profiles in such a device biased to the turned-off condition with a negative-wordline voltage. The highest electric field in the drain–body junction occurs at the edge overlapped by the gate, where the full drain–gate voltage appears across the insulator and a depleted portion of the drain. GIDL is a leakage mechanism in which this high field can cause band-to-band tunneling in regions where the bandgap voltage is dropped across a sufficiently small distance. For either direct or trap-assisted band-to-band tunneling to be a significant contributor to leakage, the high field must occur over a distance of less than about 10 nm. According to the model of a recent reference, a field above 1 MV/cm is necessary to cause $10^{-15}$ A leakage current in this junction area estimated at $10^{-2} \mu\text{m}^2$ [10]. Although the
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**Figure 6**

Modeled mid-bandgap potential contours for an exemplary DRAM MOSFET, as may be used in a stacked-capacitor cell. Note that the maximum electric field in the silicon occurs near the drain edge when the transistor is biased in the off-state. In this negative wordline-low example, the MOSFET has a physical gate-oxide thickness of 5.4 nm and a metallurgical channel length of 100 nm.
peak electric field in the silicon in this exemplary case (Figure 6) is seen to be about 1 MV/cm, only about 0.7 V is dropped over a distance of 10 nm. GIDL field reduction is also helped by the tapered oxide at the gate edge due to gate reoxidation, as shown in the figure. The rest of the junction area away from the gate edge has the usual leakage properties of a p–n junction, and the field in that region in this case is seen to be somewhat less than at the edge of the gate. As the device is scaled along the path indicated in the second column of Table 1 down to the last entry, the GIDL electric field remains fairly constant because of the compensating effects of reduced applied drain–gate voltage, \( V_{\text{BEH}} + 0.5 \), vs. thinner \( t_{\text{ox}} \), GIDL leakage is therefore not expected to be a limitation.

However, very significantly, as seen in Figure 7, the higher channel doping concentration required for scaling the device results in a broadening of the cell fail-count distribution due to increased junction leakage current. It has also been reported [11-13] that increased channel doping concentration and reverse bias manifests itself as a broadening of the tail of the retention time distribution. This phenomenon is believed to be due to deep-trap-assisted tunneling. Although the origin of these randomly distributed traps has not yet been determined, point defects and/or metallic atoms have been postulated as possible causes. As seen in Figure 8, retention-time performance begins to degrade noticeably as channel doping rises to levels of the order of mid-10^{17} cm^{-3} [11]. This junction leakage component tends to limit the maximum doping that can be used to reduce short-channel effects and set \( V_{\text{p}} \).

Because of the lower \( V_{\text{p}} \), the negative wordline-low design can be accomplished with less channel doping than the grounded-wordline case. With a \( V_{\text{BB}} \) (i.e., p-well bias = −0.5 V) of the design of Figure 6, the average doping in the depletion region is about \( 4 \times 10^{17} \text{ cm}^{-3} \). Since the band-bending at \( V_{\text{p}} = V_{\text{t}} \) is fixed at \( 2d_{\text{t}} + |V_{\text{BB}}| \), scaling the depletion depth and maintaining the same \( V_{\text{p}} \) simply requires increasing the doping by the square of the scaling factor. Thus, a 1.4× reduction in dimension requires a 2× increase in doping concentration. The grounded wordline-low design requires about 2× more doping than the negative wordline-low design. Moreover, the doping must be peaked near the Si surface just below the gate oxide to avoid reducing the depletion depth (for a given \( V_{\text{BB}} \)), which would degrade the subthreshold slope. According to the reported results for the relationship between the defect leakage due to high channel doping and electric field [11-13], the reduction in capacitor voltage, which is necessary for the scaling of the array device, would possibly allow for heavier doping.

Tunneling current through the gate insulator is also a concern. With the gate of the array transistor biased to a negative value (as in Figure 6), relatively few electrons can tunnel from the gate into the weakly inverted channel, and only a portion of these will flow to the drain. The potentials are favorable for tunneling in the gate–drain overlap region, but the gate–drain insulator thickness can be locally increased relative to the \( t_{\text{ox}} \) in the channel region by the taper created in the gate-reoxidation process (also known as a gate-conductor sidewall oxidation);
DRAMs up to now have commonly used a thinner equivalent oxide for the storage capacitors in the memory cells compared to the $t_{ox}$ used for the gate insulators. This has tended to maximize the charge stored on the capacitors, considering the lower voltage stress on them. Sustaining this trend with further scaling appears to be challenging. The leakage current requirement for the capacitor (less than $10^{-6} \text{ A/cm}^2$) is quite stringent because of the large area involved for trench-capacitor structures. If SiO$_2$ were used, the limiting thickness would be about 3 nm. The commonly used nitride–oxide composite can in principle be scaled to a somewhat thinner equivalent oxide thickness than that, perhaps 2.5 nm. This is discussed further with respect to the trench-cell technology.

**On the scalability of the BEST (BuriEd-Strap) trench-capacitor cell**

**Buried-strap proximity**

The scaling challenges for the array transistor discussed thus far are common to both stacked-capacitor and trench DRAM technologies. A proximity effect unique to the BEST [8] cell used for trench-storage DRAM from the 0.25-$\mu$m through the 0.14-$\mu$m generations degrades the $V_a$ control of the array MOSFET. This proximity effect is due to the presence of the buried-strap diffusion, the structure of which is schematically illustrated in Figure 9. The self-aligned buried strap as practiced for trench-storage technology is desirable from a manufacturing cost perspective. However, it also exacerbates the DIBL effect because of both its depth and the rate at which its distance from the bitline diffusion of the access transistor varies with reduction in minimum lithographic feature size, $F$. Achieving a shallow buried-strap diffusion has been a challenge, since it is formed by outdiffusing dopant from the storage-trench polysilicon through an aperture in the wall of the trench [8]. The size and location of this aperture are defined by recesses of the storage-trench polysilicon, which are difficult to control relative to the minimum feature size. Furthermore, as the minimum lithographic feature size is scaled down, the proximity of the buried-strap diffusion to the bitline diffusion, $D_{bi}$, varies at approximately twice the rate of the reduction in the width of the wordline conductor, as illustrated in Figure 10.

An additional contributor to encroachment of the buried-strap diffusion upon the array-access MOSFET is overlay variation between the deep storage trench and the wordline (i.e., gate conductor) of the cell. Since the patterns for the deep-trench capacitors and the wordlines are formed from separate masking steps, requiring independent alignment, there is a statistical variation in the relative locations of these structures. Data taken from a test structure designed to intentionally introduce varying

---

**Figure 9**

Schematic illustration of the BEST [8] cell, which has been the mainstay trench-capacitor DRAM cell from the 0.25-$\mu$m through the 0.14-$\mu$m generations. The presence of the buried-strap diffusion complicates the scalability of the cell.

**Figure 10**

The distance between the buried-strap diffusion and the bitline diffusion, $D_{bi}$, shrinks by twice the amount of the reduction in the minimum lithographic feature size (technology node). This amplifies the DIBL sensitivity of the MOSFET as the cell is scaled. For the case shown here, the extent of the buried-strap outdiffusion from the storage-trench sidewall is 0.07-$\mu$m.

Therefore, the tunneling current is greatly reduced at the edge of the gate conductor. It appears, therefore, that the most critical region is where the oxide is thinner but the channel potential is still near that of the drain. In this region, a current density of $10^{-1} \text{ A/cm}^2$ can be tolerated. This corresponds to a $t_{ox}$ of about 2.5 nm for the operating voltages of interest.
amounts of misalignment between the trench capacitor and the wordline is shown in Figure 11. When a high voltage is stored on the storage node, and the buried strap is close to the transfer gate, drain-induced barrier lowering due to the proximity of the buried-strap diffusion leads to an increased drop in $V_T$ [28]. Since in the BEST cell the buried-strap diffusion is deeper than the bitline diffusion, the $V_T$-lowering effect is more pronounced when the array-access MOSFET is biased such that the storage-node diffusion is the drain, with the source being the bitline diffusion. The test structure used to obtain this data has a relatively long design gate length of $0.20 \mu m$ to allow the strap diffusion proximity effect to dominate and be decoupled from normal DIBL. The electrical results shown in Figure 11 suggest that the minimum useful lithographic feature size for a cell of this type is approximately $0.14 \mu m$. At a design ground rule of $0.14 \mu m$ (corresponding to a design distance between the storage trench and the far edge of the wordline of $0.28 \mu m$), the amount of $V_T$ rolloff introduced by the strap proximity is approximately 200 mV. For the data shown in Figure 11, the amount of strap outdiffusion from the wall of the trench capacitor is approximately $0.08 \mu m$, with the bottom of the strap diffusion at approximately $0.2 \mu m$ from the surface of the substrate. Although process enhancements that reduce the thermal budget and the strap outdiffusion may be introduced, control of the threshold voltage of the planar MOSFET in the BEST cell at minimum lithographic feature size less than $0.14 \mu m$ is a major challenge.

**Analysis of the manufacturing process window for the scaled BEST cell**

As discussed earlier, an acceptable design point for the planar MOSFET DRAM cell must, at a minimum, simultaneously satisfy the requirements of 1) limited channel doping concentration to avoid excessive storage-node junction leakage, and 2) a subthreshold off-current of approximately 1 fA/cell. These requirements must be satisfied for all possible variations of critical physical parameters in the course of normal manufacturing process variations, and at worst-case operating conditions (i.e., temperature, voltages). The most significant physical parameters for the BEST cell [8] influencing these requirements are wordline width (i.e., gate length), alignment between the wordline and the storage trench, buried-strap outdiffusion toward the MOSFET and its depth from the top surface, and process biases and tolerances for these quantities.

The extendibility of the BEST cell [8] has been investigated by quantifying the manufacturing process design space (process window) at specific minimum lithographic feature sizes (i.e., technology nodes). In particular, the peak channel doping concentration meeting the subthreshold off-current objective for given values of wordline conductor width and proximity of buried-strap diffusion was determined. As a design guideline, the peak concentration of the channel doping concentration adjacent to the storage-node diffusion must not exceed $6 \times 10^{17} \text{ cm}^{-3}$. An acceptable process window is defined as points within the range of variation of these physical parameters simultaneously falling below the $6 \times 10^{17} \text{ cm}^{-3}$ channel doping limit and meeting the 1-fA off-current constraint. As indicated in Figure 12, variation in wordline width from the nominal value is specified as a dimensional change per edge (nm/edge), $\Delta GC$; the total variation in wordline width would be $2 \times \Delta GC$. Encroachment of the buried-strap diffusion on the array MOSFET is characterized by the parameter $\alpha$, which accounts for factors such as the extent of the strap outdiffusion from the storage-trench wall, the amount of misalignment of the wordline ($GC$) with respect to the storage trench, and the process bias and tolerance of the width of the storage trench.

The analyses reported here compare the relative process windows of the BEST cell at two technology nodes: $0.150 \mu m$ and $0.135 \mu m$. Techniques such as an aggressively scaled buried-strap diffusion (60 nm outdiffusion from the wall of the storage trench and 70 nm depth from the top
The manufacturing process window is characterized by parameters significantly affecting the array MOSFET off-current, $\Delta GC$, and $\alpha$. $\Delta GC$ is a measure of the deviation of the wordline (gate conductor) width from the nominal value. $\alpha$ is a measure of the amount of encroachment of the strap diffusion on the MOSFET, and includes factors such as the extent of the strap outdiffusion from the storage-trench sidewall, the amount of misalignment of the wordline (GC) with respect to the storage trench, and the process bias and tolerance of the width of the storage trench.

Manufacturing process window for the BEST [8] cell at the 0.150-$\mu$m minimum feature size. A negative wordline-low level of $-0.5$ V was used. Refer to Figure 12 for definition of $\Delta GC$ and $\alpha$. Positive values of $\Delta GC$ and $\alpha$ correspond respectively to shorter gates and closer strap diffusion proximity.

Other thoughts on scaling the DRAM MOSFET
As discussed in previous sections, concurrently satisfying the competing requirements of ultralow off-current ($\sim 10^{-17}$ A for long data retention) and adequate on-current (for charge-transfer performance) is hindered by difficulties in scaling the gate-oxide thickness and the channel doping concentration in the array MOSFET. The minimum gate-oxide thickness and/or the maximum gate voltage are constrained by reliability considerations that limit the maximum allowable gate-oxide field to about 5 MV/cm. The channel doping concentration is limited by defect-enhanced deep-trap-assisted storage-node junction...
leakage, which degrades data retention. These limitations force the design of the array MOSFET to depart from the scalability path defined by logic-transistor technology, unless the voltage swing on the storage capacitor, $V_{\text{storage}}$, is also reduced. Although scaling of the storage-capacitor voltage allows for an array MOSFET that is more favorably scaled (i.e., thinner $t_e$), it emphasizes the need for low-voltage sensing circuits, and also does not eliminate the sensitivity of junction leakage to channel doping concentration.

Negative wordline-low is effective in reducing the channel doping requirements and expanding the manufacturing process window. Although a wordline-low level as negative as $-0.7 \text{ V}$ would allow the off-current requirement to be satisfied at a significantly reduced channel-surface doping concentration, the subsurface concentration (anti-punchthrough implant) would have to remain high to contain DIBL at sub-0.10-$\mu$m channel lengths. At the same time, however, the depletion region depth must be limited such that it is properly sealed to $t_{\text{ch}}$ and channel length, without encroaching on the highly doped punchthrough stop region. Accordingly, very sharp transitions in the channel profile as a function of depth from the gated surface would be required. Considering the large thermal budget introduced by junction anneals in DRAM processes, which have been found to be essential for reducing leakage currents, achieving such a steep channel profile may not be possible. Another constraint is that the tail of the anti-punchthrough implant must be far enough away from the depletion region associated with the storage-node diffusion to avoid increased junction leakage.

Lateral channel profile engineering (i.e., halos) has long been used to form asymmetric MOSFETs, where the channel doping is highest at one source–drain diffusion. Although this approach may be useful for limiting the channel doping at the storage-node diffusion, while meeting the $N_+ \text{ and } V_+$ slope requirements, for relatively long-channel array MOSFETs (i.e., longer than 0.15 $\mu$m) its implementation at scaled channel lengths may not be possible. Because of lateral channel dopant redistribution during DRAM anneal processes, it may not be possible to avoid encroachment of the halo upon the storage-node diffusion.

Geometric approaches to scaling the channel length of the array MOSFET include deviations from a purely planar channel. With the grooved gate MOSFET [32], the channel is partially contained within a groove between source–drain diffusions, with the gate conductor shielding the source end of the channel from the drain field. The step transfer device [33] also provides for drain field shielding by a partially intervening gate conductor. A third geometric variation for extending the scalability of a partially planar channel MOSFET is offered by the three-sided-gate transfer device [34]. This design provides a gate conductor which is intentionally wrapped around the sides of the narrow array MOSFET; full depletion between side gates is obtained, and penetration of the drain field toward the source is suppressed. Along the same lines as the three-sided-gate transistor, double-gate (DG-FET) [35] MOSFETs offer significantly improved scalability, but with new process-integration challenges. SOI technology has
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**Figure 14**

Manufacturing process window for the BEST [8] cell at the 0.135-$\mu$m minimum feature size. A negative wordline-low level of $-0.5 \text{ V}$ was used. The process window is only about half the size of the same cell at the 0.150-$\mu$m technology node (Figure 13). Only a maximum $\Delta G C = 5 \text{ nm/edge}$ can be tolerated.
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**Figure 15**

The process window at 0.135-$\mu$m minimum feature size is expanded by increasing the negative wordline-low level from $-0.5 \text{ V}$ to $-7 \text{ V}$. The $\Delta G C$ range is no longer limited by the doping constraint. However, leakage contributed by GIDL [27, 31] may prevent use of wordline-low more negative than $-0.7 \text{ V}$.
Although these geometric variations extend the scalability of a channel defined (or defined in part) by lithography, they provide only interim solutions at the cost of increased process complexity.

To sum up, the continued scaling of the channel length of the planar MOSFET DRAM transfer device below 0.135 \( \mu m \) introduces new uncertainties into the picture: successful implementation of low-voltage sensing, the tradeoff between voltage scaling and increased channel doping on retention time, and extreme requirements on channel profile engineering.

In light of the discussion regarding the scalability of the planar MOSFET in a DRAM cell, there is a need to decouple the channel length of the MOSFET from the minimum lithographic feature size. It is shown next that a paradigm shift to DRAM cells using MOSFETs whose channel is oriented vertically meets this need. Although use of vertical-MOSFET DRAM cells was considered earlier [37], its adoption at the present time appears to be essential for continued reduction of cell size.

**A paradigm shift—vertical-MOSFET DRAM cells**

One answer to the problem of scaling the array transistor is to begin using the third dimension for the device. When a transistor is built along the walls of a trench, the channel length is decoupled from the minimum lithographic feature size and the size of the memory cell; the scaling problems for the planar access MOSFET, discussed earlier, are thus avoided. DRAM cells using trench-storage capacitors are particularly well suited for the integration of vertical transistors, since a portion of the wall of the trench above the storage capacitor is utilized for the channel, while the bitline wiring is formed above the surface of the silicon substrate. The evolution from today's BEST trench cell to a vertical-trench cell is depicted in Figure 16 [38]. A deep strap connection, including n⁺ strap diffusion, is formed between the wall of the trench and the storage-capacitor polysilicon node in the trench. A second n⁺ diffusion, including bitline diffusion, is formed at the top surface of the substrate, with the channel of the MOSFET on the wall of the trench between the two n⁺ diffusion regions. It appears that integration of a vertical transistor with a stacked-capacitor type of cell would be more difficult to implement than for a trench-storage capacitor cell, since the stacked capacitor is formed above the surface of the silicon substrate. The bitlines would have to either run above the substrate or be buried beneath the channel of the vertical MOSFET within the substrate. The former case presents the problem of bringing the buried source-drain diffusion of the vertical MOSFET to the surface. The second option requires bitline conductors to be formed below the surface of the substrate, insulated from
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_Also been considered for DRAM [3] because of the benefits of reduced junction-to-body area (e.g., lower bitline junction capacitance, lower node junction leakage) and improved scalability arising from fully depleted operation. However, dynamic leakage mechanisms amplified by the parasitic bipolar transistor contained within the SOI MOSFET present a serious concern [36]._
the substrate, and connected to the buried source–drain diffusion of the vertical MOSFET. Either stacked-capacitor case appears to involve more structural and process complexity than trench-storage vertical-MOSFET cells. Because of these complications, it is believed that trench-storage DRAM technology is the preferred approach to scaling vertical-MOSFET DRAM cells.

In vertical-MOSFET DRAM cells, the channel of the transistor is made sufficiently long to reduce threshold-voltage variations due to electrical and geometric sensitivities (i.e., DIBL) to an acceptable level. Furthermore, the relatively long channel of the vertical MOSFET allows a thicker gate dielectric that is properly scaled in proportion to the channel length, while providing reliability against wearout. Another advantage of the vertical MOSFET is that the channel doping profile may be graded such that the doping concentration in the vicinity of the buried-strap diffusion is minimized (providing reduced junction leakage) while meeting the subthreshold off-current objective needed for long data retention. As shown in Figure 17, the energy of the threshold implant may be adjusted to produce a peak concentration that is sufficiently far from the buried-strap diffusion.

Continued reduction in cost per bit depends upon the ability to scale the cell area more rapidly than the reduction in minimum lithographic feature size, while containing increases in process complexity. This requires that the cell be scaled below $8F^2$. The $8F^2$ vertical-MOSFET cell shown in Figure 16 utilizes a layout (Figure 18) in which adjacent vertical transistors are arranged back-to-back within the same region of silicon and share a common bitline diffusion. The $8F^2$ layout shown also provides good bitline noise rejection because of its folded-bitline architecture [39]. Although the $8F^2$ layout provides a space of four minimum lithographic features between pairs of storage trenches, this spacing decreases rapidly with more compact cells. A generic layout of back-to-back-storage-trench vertical-MOSFET cells is shown in Figure 19. For this rectangular layout, the distance between back-to-back trenches decreases from $3F$, for a $6F^2$ cell, to $1F$, for a $4F^2$ cell. One of the scalability concerns for cells using this layout is the interaction between adjacent vertical MOSFETs. Another concern is noise immunity due to the inherent open-bitline layout of sub-$8F^2$ cells.

On the scalability of back-to-back vertical-MOSFET cells

Static leakage
As the distance between back-to-back cells decreases, leakage current between strap outdiffusions, due to lowering of the potential barrier, becomes a concern; this

Figure 18
$8F^2$ vertical MOSFET cell layout in which the distance between back-to-back storage trenches is $5F$, adapted with permission from [38]. © 1999 IEEE.

Figure 19
Generic vertical MOSFET cell top view. As cell size is reduced from $8F^2$ to $6F^2$ to $4F^2$, the distance between back-to-back storage trenches, $\Delta DT$, decreases from $5F$ to $3F$ to $1F$. $\Delta BSOD$ is the distance between buried-strap outdiffusions of adjacent cells sharing a common bitline contact.
Carriers must be able to flow freely between the portion of the p-well between the gates and the region below the strap diffusions to maintain charge equilibration in the well. The undepleted region between two back-to-back buried-strap outdiffusions narrows as the spacing between storage trenches in two back-to-back cells is reduced, thus impeding the flow of holes and pumping the voltage on the p-well between the gates as the wordline is cycled.

Modulation of the voltage on the p-well and the buried-strap diffusion (as the data state is changed) of the adjacent cell results in a loss of charge from the stored "1" due to both transient subthreshold leakage and transient exchange of electron charge between the two adjacent strap diffusions. Finite-element device simulation [30] of the cell has determined that the worst-case data pattern for a loss of a stored "1" occurs when the adjacent cell is repeatedly cycled between write "1" and write "0"; most of the loss occurs when a "0" is written over a cell with a stored "1." It may seem unlikely that a DRAM cell would be exercised repeatedly with a write "1"-write "0" pattern; nevertheless, such a pattern is possible, and data integrity must be ensured. Although the loss of charge

is a manifestation of the drain-induced barrier-lowering mechanism (DIBL), due to penetration of the electric field, which is well known for MOSFETs [40]. The modeled geometry and approximate location of depletion region edges of back-to-back vertical-MOSFET cells are shown in Figure 20. To first order, the extent of the barrier lowering is a function of the p-well doping concentration between n' strap diffusions, and the distance between metallurgical junctions; the highest p-well concentration and smallest strap outdiffusion are desired. This static leakage mechanism results in an adjacent stored high level (i.e. "1") and low level (i.e. "0") leaking toward each other, which results in degradation of signal margin.

Since the maximum p-well doping concentration is constrained by junction leakage considerations, scalability of this cell depends on minimizing the extent of the buried-strap outdiffusion.

**Dynamic leakage**

Also of concern in scaling a cell of this type is a dynamic leakage mechanism for a stored "1" when the bitline and the wordline of the adjacent cell are cycled in the course of data read, write, and refresh operations. As the cell is cycled, the distribution of majority carriers (i.e., holes) in the p-well region between the two opposed vertical gates is modulated by the time-varying electric field. Majority
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**Figure 20**
Modeled cross section illustrating the geometry of back-to-back storage trenches and approximate depletion region edge. A high level ("1") and a low level ("0") are stored on the left-hand and right-hand capacitors, respectively.
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**Figure 21**
Equivalent circuit of back-to-back vertical MOSFET cells. M1, Cs1 and M2, Cs2 are respectively the access transistor and the storage capacitor of the right-hand and left-hand cells. The equivalent circuit contains many parasitic elements which account for the signal-loss mechanisms. Jw is a parasitic JFET whose channel represents the undepleted region between storage-node diffusions (i.e., buried-strap outdiffusions) N1 and N2. Qw1, Qw2, and Qw3 are parasitic npn bipolar transistors which may conduct when the well potential between access MOSFETs (Pwext) is allowed to bounce due to coupling from a cycling wordline and storage node. A high voltage (i.e., "1") stored on Cs2 may degrade primarily because of conduction of Qw3.
Figure 22

Modeled average loss of a stored "1" per cycle due to repeated write "1"—write "0" pattern on adjacent cell.

from a stored "1" may be less than a tenth of a microvolt per cycle, inability to detect the "1" may occur since 10⁶ to 10⁷ wordline cycles are possible before data is refreshed. The interaction between cells is more easily understood with the assistance of the equivalent-circuit model shown in Figure 21. Figure 22 shows the average loss per cycle of a stored "1" due repeated cycling between write "1" and write "0" on the adjacent cell. The rate of loss of a stored "1" has been calculated with a full 1.5 V on the storage capacitor as a function of spacing between back-to-back buried-strap outdiffusions, ΔBSOD, with the spacing between storage trenches, ΔDT, as a parameter. The minimum acceptable end of process ΔDT, arbitrarily considering that the maximum acceptable loss of a stored "1" is 100 mV, is indicated after 10⁷ wordline cycles. The rate of loss decreases slightly as the strength of the stored "1" is reduced because of contraction of the depletion region and expansion of the undepleted width between strap diffusions. Figure 23 shows the minimum usable feature size (F), as constrained by both static and dynamic leakage mechanisms, as a function of normalized cell area (i.e., number of square minimum features). A typical buried-strap outdiffusion of 50 nm from the trench sidewall is considered. It is noteworthy that the dynamic leakage mechanism sets the constraint for the minimum feature size. These results based on conservative assumptions support scaling of the 6F² cell to ground rules smaller than 0.09 μm, for a cell size smaller than 0.05 μm².

As indicated by Figure 23, for a given buried-strap outdiffusion, the scalability of the cell is limited by the minimum allowable spacing between back-to-back trenches. Alternative layouts can be used to increase the bitline pitch while maintaining desired cell area and trench-to-trench spacing. The 6F² cell shown in Figure 24
has been used universally within the DRAM industry since the 1Mb era. In this architecture, the cell contains one bitline and two wordlines. The “active wordline” forms the gate of the transfer device, whereas the “passing wordline” simply passes over the cell. The cells are arranged so that the passing wordline of one cell becomes the active wordline of the adjacent cell, and vice versa. Thus, when a wordline is selected, signal charge is released onto every other bitline. Each sense amplifier serves two adjacent bitlines, allowing each sense amplifier to sense the “data bitline” using the adjacent bitline as a reference. The adjacent nature of the data and reference bitlines provides excellent matching and noise rejection. By including multiplexor devices on either side of the sense amplifier, each sense amplifier can be shared between two bitlines from the left array and two bitlines from the right array. Thus, each sense amplifier serves a total of four bitlines.

The folded-bitline architecture requires a minimum cell size of $8F^2$, where $F$ is the minimum lithographic feature size of the technology. The minimum cell size equals one minimum-bitline pitch (1 line + 1 space = $2F$) times two minimum-wordline pitches (2 lines + 2 spaces = $4F$), or $8F^2$. Until recently, this limit had not been reached, as other structures within the cell (bitline contact, transfer device, node diffusion, storage capacitor, and isolation) required more than $8F^2$ and therefore limited the cell size. However, since DRAM cell area historically scales more quickly (0.33× per generation) than lithographic improvements alone provide (0.70$^2 = 0.49$× per generation), the cell size measured in $F^2$ must decrease over time. The cell size reached the $8F^2$ limit at the 0.175-μm generation, with these technologies being qualified in late 1999 or early 2000. For the cell area to continue to scale at the historic rate, the $8F^2$ limit must be overcome. The vertical cell described in this paper allows the other structures within the cell to fit into less than $8F^2$, but does not address the problem of providing the wiring required for folded-bitline operation. DRAM designers around the world have been aware of this approaching limit for some time. Many solutions have been proposed; however, no consensus on a preferred solution has been established.

The most obvious solution is the open-bitline architecture seen in Figure 26, which was used universally within the industry prior to the introduction of the folded-bitline architecture. In this architecture, a cell contains one bitline and one wordline, and the sense amplifier senses the data bitline using a reference bitline from the adjacent, inactive array. The minimum cell size is $4F^2$, although other constraints within the cell (i.e., minimum trench-to-trench spacing) will limit the cell size to something greater than $4F^2$ for some time. However, the open-bitline architecture has several drawbacks. Since the data and reference bitline are located in adjacent arrays, the matching and noise rejection characteristics are not.

Array architecture considerations for sub-$8F^2$ cells

Continued reduction in cost per bit of DRAMs depends upon scaling of cell sizes faster than the scaling of lithography features alone would provide. Ever-shrinking cell size also demands fundamental changes in the array architecture. Folded-bitline array architecture (Figure 25)
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as favorable as those of the folded-bitline architecture. Further, since each sense amplifier serves only two bitlines as opposed to four bitlines for the folded-bitline architecture, the chip will require twice as many sense amplifiers, assuming the same number of bits per bitline. This is a significant drawback, since sense amplifiers occupy approximately 10% of the total chip area in a modern DRAM.

After evaluating the open-bitline option and several other sub-8F² DRAM array architectures [42–44], IBM has focused its efforts on the vertically twisted bitline array architecture seen in Figure 27 [45–48]. In this architecture, the reference bitline is located directly above the data bitline on the subsequent level of metal. For this reason, this architecture requires an additional level of metal for the second level of bitlines. The cells are attached to the lower of the two bitline levels. The cell contains two bitlines and one wordline, yet the minimum cell size which can be wired is 4F², since the two bitlines are on different levels. At intervals along the length of the bitline, the two bitlines exchange levels, or "twist." Each bitline is on each level for equal lengths, so that the two bitlines are matched. As in the folded-bitline architecture, the data and reference bitline are within the same array, leading to good matching and noise rejection. Also as in the folded-bitline architecture, the sense amplifier can be shared between two arrays, allowing each sense amplifier to serve four bitlines. Since the twists involve only wiring and contacts, and no devices, the underlying array need not be interrupted, and thus there is no area penalty for the twists. This architecture is particularly well suited to IBM's trench-DRAM technology, since the capacitor structure of a stacked-capacitor DRAM technology would likely interfere with the second level of bitlines and the twist contacts.

A very significant advantage of this architecture is the cancellation of bitline coupling noise, as shown in Figure 28. When the twists are staggered relative to those of the adjacent bitline pairs, noise from adjacent bitlines couples equally into the data and reference bitlines, eliminating a significant differential noise source. This is accomplished by manipulating the matrix of inter-pair coupling capacitance such that the capacitance from any bitline "BLi" to any other bitline "BLj" exactly matches the capacitance from "i" to "j’s complement," BLj(bar). Therefore, any change in the voltage on BLi couples equally into BLj and BLj(bar), creating no differential noise on pair BLi. This method reduces bitline coupling noise during both the initial signal development and the subsequent signal amplification. Similar methods have been used by IBM and others to reduce bitline coupling noise in the folded-bitline architecture [49].

### Storage-capacitor scaling challenges

#### Storage-capacitor requirements

In addition to reducing the area occupied by the DRAM access transistor, cell-size scaling depends on the ability to scale the portion of the cell layout area allocated to the storage capacitor. The voltage swing on the storage capacitor, V_{storage}, has scaled more slowly than the reduction in minimum lithographic feature size because of concerns about providing sufficient overdrive to set the sense amplifiers quickly. Furthermore, the signal induced on the bitline, V_{signal}, has been constrained to be at least 100 mV by concerns about reliably setting the sense.
amplifiers in the presence of various sources of noise (i.e., sense-amplifier $V_s$ mismatch, coupling of switching disturbances, leakage, transient radiation-induced charge, etc.). Since the 4Mb generation, bitline capacitance has generally remained within a range from about 150 $\text{fF}$ to 350 $\text{fF}$, since the reduction in capacitance per bit resulting from scaling of physical dimensions of the bitline conductor and the cell width has been offset by increases in the number of bits per bitline, with increasing bits per chip.

The storage capacitance must be sufficient to ensure the objective of minimum signal induced on the bitline, $V_{\text{signal}}$, this is dependent on the product of the transfer ratio and the voltage swing on the capacitor, $V_{\text{storage}}$. As a result of the constraints discussed in the previous paragraph, the required storage capacitance is expected to remain in the range from 30 to 40 $\text{fF}$. Therefore, the first challenge faced by all DRAM manufacturers is fabricating a low-leakage storage capacitor with adequate capacitance in an ever-decreasing cell area.

Planar storage-capacitor structures were employed through the 1Mb DRAM generation. With the arrival of the 4Mb DRAM, adequate cell capacitance could no longer be obtained from simple planar capacitors, marking the introduction of trench- and stacked-capacitor structures. In the mid-1980s, IBM, Texas Instruments, and Toshiba introduced the trench capacitor; stacked-capacitor designs were shown by other DRAM manufacturers at about the same time. These three-dimensional trench-capacitor and stacked-capacitor structures were developed to maintain the capacitance of the array cell relative to the bitline capacitance as the cell size and bitline wiring spacing were reduced with successive DRAM generations. In IBM DRAM products, deep-trench storage has provided a remarkable platform for the continuous scaling of the charge-storage element. The trench structure has served to decouple the effective surface area of the capacitor, and hence its capacitance, from the area of the array cell, while maintaining 35 $\text{fF}$--45 $\text{fF}$ per cell.

The total capacitor surface area available in a stacked design is considerably less than that in a trench capacitor. This comes about because the height of a stacked-capacitor cylinder as shown in Figure 3 is limited to 1--1.5 $\mu$m. Anything taller than this causes problems with mechanical stability. Additionally, it becomes difficult to wire over the topography of such a tall capacitor. This leads to a need to introduce capacitor dielectrics with higher dielectric constants (more capacitance per unit area) than the NO (nitride-oxide) dielectric commonly used by DRAM manufacturers through the 0.15-$\mu$m generation, for both stacked and trench designs. Stacked-capacitor manufacturers have been introducing a series of new structures and materials for smaller-ground-rule technologies. Conventional NO dielectric has been adequate down to 0.15 $\mu$m. After that, $\text{Ta}_2\text{O}_5$ is being introduced for the 0.12-$\mu$m generation. For the 0.1-$\mu$m generation, a new material with yet higher dielectric constant (relative dielectric constant >20) will be needed. Today no material has yet been shown to be adequate for this generation, but most companies have been researching barium strontium titanate (BSTO) as the most likely candidate. Although the scaling path for trench capacitors appears to be more certain than that for stacked capacitors, there are many challenges that must be addressed.

In addition to minimum capacitance requirements, the series resistance of the storage capacitor must be contained such that it does not degrade the transfer of charge between the bitline and the capacitor. The current through the array MOSFET is influenced by the total series resistance of the cell: channel on-resistance of the MOSFET, source–drain resistance, resistance of the bitline contact and of the connection between the MOSFET and the capacitor (the strap in the case of a trench capacitor), and the series resistance of the capacitor itself. As the minimum lithographic feature size is scaled in a trench-capacitor cell, the series resistance of the conductor in the storage trench becomes the dominant contributor to the total resistance. For stacked-capacitor cells, the resistance of the interconnection between the node diffusion of the MOSFET and the overlying capacitor is a scaling concern. To avoid degrading the charge-transfer performance, the series resistance contributed by the capacitor must not generally exceed about 50 $\text{k}Ω$.

Each physical component of the trench capacitor introduces potential limits to its continued aggressive scaling. Areas of concern include the processing (i.e., etching and filling) of the increasingly high aspect ratio of the trench, thinning the capacitor dielectric for higher capacitance while limiting leakage, reducing capacitance loss due to formation of depletion regions on the surface of the electrodes, and minimizing the increase in series resistance of the trench fill with reduced-size lithographic features. Process technology and structural innovations have been introduced to overcome these limits and are discussed in the following paragraphs.

**Extending the deep-trench capacitor**

**Process challenges**

As discussed earlier, the deep-trench storage capacitor has topography advantages over the stacked capacitor; the trench is fully planarized to the silicon surface [17] and does not degrade the subsequent lithographic steps by introducing topography or high-aspect-ratio vias. Additionally, the trench is formed before the array-transistor and support-circuit CMOS, and may be subjected to high-temperature processing steps (including reduction and oxidation) without degrading the support-
device performance. Furthermore, the electrical connection between the trench and the array transistor may be made without the introduction of a dedicated lithographic masking level [8], and it does not require the formation of a contact level that is borderless to the bitline wiring level. DRAM using a trench capacitor is particularly well suited for embedded-memory applications because the thermal budget associated with the capacitor occurs before the CMOS support devices are fabricated, and because the interconnect can be optimized for low-RC delay performance such as a copper damascene metallurgy.

The IBM trench-storage capacitor consists of a very-high-aspect-ratio contact-style hole pattern etched into the substrate, a thin storage-node dielectric insulator, a doped low-pressure chemical vapor deposition (LPCVD) polysilicon fill, and a buried-plate diffusion in the substrate. A trench capacitor at an intermediate point in the fabrication process of the cell is shown in Figure 29. The doped LPCVD silicon fill and the buried plate serve as the electrodes of the capacitor. A dielectric isolation collar in the upper region of the trench prevents leakage of the signal charge from the storage-node diffusion (not shown) to the buried-plate diffusion of the capacitor.

Dry-etch patterning of the deep trench has required a progression of process technology innovations, as shown in Figure 30. The formation of the deep trench directly into the silicon substrate was enabled by the commercial availability of reactive-ion-etch systems. The silicon is etched with high selectivity to an oxide hard mask using common halogen feed gases. Magnetically enhanced RIE at the 0.5-μm generation and dipole ring magnet RIE at 0.25-μm technologies were introduced to maintain etch-rate throughput and profile control. A hard-mask doped-oxide material that is selectively removed early in the trench process was introduced for the 0.175-μm generation. RF techniques such as dual-frequency RIE will be used to extend the silicon etching in the 0.120-μm regime. Beyond 0.1 μm, the aspect ratio (depth/width) of the trench may be limited, and the introduction of area-enhancement techniques and/or high-k thin dielectric insulators may be necessary.

**Capacitance challenges**

The thin dielectric insulator used for the deep-trench capacitor comprises a thermal nitridation at the substrate/plate interface, and an LPCVD silicon nitride that is subjected to a thermal oxidation to reduce leakage current and improve the dielectric reliability [50]. An H2 anneal is used prior to the thermal nitridation to control the oxygen content at the substrate interface. Reliability projections for reoxidized nitrides support intrinsic breakdown beyond a ten-year lifetime for DRAM storage-node dielectrics as thin as 2.9 nm (equivalent oxide thickness). However, a dielectric leakage limit of 0.1 FA/μm² at 1 V and 85°C is reached at the 0.15-μm technology generation [50]; reductions in the dielectric thickness below ~3.0 nm result in unacceptably large dielectric leakage currents. New materials such as high-k dielectrics may be required to continue scaling of the
Area-enhancement techniques, such as the bottle-shaped capacitor, are effective in pushing trench storage technology to 0.100-μm minimum feature size: (a) Resist recess for SiN barrier definition in lower portion of trench; (b) LOCOS sidewall oxidation (isolation collar) after barrier etch and resist strip; (c) bottle enlargement using isotropic Si etching; (d) buried-plate formation self-aligned to the collar, node dielectric formation. Adapted with permission from [52]; © 1999 IEEE.

Percentage of capacitance loss due to depletion of majority carriers from either the surface of the buried-plate diffusion (for a stored "1") or the polysilicon in the trench (for a stored "0"). As the capacitor dielectric is thinned, the doping concentration must be increased to avoid excessive loss of capacitance. A storage node swing from 0.0 to 1.5 V with a plate voltage of 0.75 V is assumed.

effective thickness of the node dielectric into the sub-0.1-μm regime.

Although the scalability of nitride/oxide capacitor dielectrics is running into limitations, trench-capacitor cells have still been successful in advancing the technology by employing area-enhancement techniques. One example of area enhancement is the "bottle-shaped trench" [51, 52], in which the area of the trench is enhanced with an isotropic etch below the surface, as shown in Figure 31. An SEM cross section of trenches fabricated with this process is shown in Figure 32. Extrapolation of current process capability suggests that conventional dielectrics (Si, N/SiO, or NO) will be sufficient to allow trench capacitors to be scaled to a feature size of 0.1 μm.

Capacitance loss due to majority-carrier depletion

To balance the electric field in the capacitor dielectric when a "1" or a "0" is stored, the buried-plate diffusion is customarily maintained at a constant voltage which is midway between the high and low levels stored on the capacitor; some of the reasons for seeking a balanced electric field are to maximize the reliability of the dielectric and to minimize its leakage current. Therefore, when a "0" is stored on the capacitor, the potential of the n+ polysilicon fill is negative with respect to the n+ buried-plate diffusion, resulting in depletion of majority carriers from the surface of the buried-plate diffusion. As storage-node dielectrics are thinned, higher buried-plate doping is needed to reduce relative capacitance loss.
due to the majority-carrier depletion layer. A similar capacitance loss occurs due to the depletion region in the polysilicon fill of the trench capacitor when a high level is stored. Figure 33 illustrates the sensitivity of the capacitance loss to electrode (either buried-plate diffusion or polysilicon fill) doping concentration. The introduction of buried-plate dopant into the sidewall of the deep trench has required additional innovation in process technology. Deposition and removal of a solid doping source [53] (such as arsenic-doped glass) for the buried-plate diffusion on the lower portion of the deep trench are increasingly difficult as ground rules shrink and as trench aspect ratio increases. Gas-phase doping and plasma doping [54, 55] have been proposed to solve these problems. Regarding the effect of doping concentration in the n+ polysilicon fill, besides capacitance loss due to depletion effects, doping limitations in the trench polysilicon pose series resistance concerns as the minimum feature size is scaled down. Therefore, as dimensions are scaled, higher doping concentration is sought in both the buried-plate diffusion and the polysilicon trench fill.

**Series-resistance considerations**

The series resistance of the polysilicon fill of the trench capacitor is another factor that can potentially limit

**Figure 34**

Simplified equivalent circuit for the trench storage capacitor and resistance components of cell. Three sections of the RC (resistance–capacitance) transmission-line representation of the trench storage capacitor are shown.

**Figure 35**

Simulation of representative waveforms of a write ‘1’ operation for a polysilicon-filled storage trench with a circular cross section having a diameter of 0.090 µm. Storage-trench, strap, and trench top resistances are 86 kΩ, 20 kΩ, and 20 kΩ, respectively. Storage-trench and bitline capacitances are 33 fF and 200 fF, respectively. Of importance is the voltage on the capacitor, which is a function of depth in the trench during the charging process. The charge in the trench equilibrates such that the stored voltage is about 350 mV lower than the bitline-high voltage when the array MOSFET is shut off.

continued scaling. The cross-sectional area of the trench diminishes approximately as the square of the minimum feature size. On the other hand, the trench depth remains approximately constant, or increases, from generation to generation. This causes the resistance to increase sharply. The storage-trench capacitor can be considered to be a transmission line consisting of resistance and capacitance distributed along its depth. Figure 34 shows a simplified equivalent circuit from the bitline contact through the various contributors to series resistance and into the storage capacitor. The channel of the MOSFET, the buried strap, and the trench top region (narrowed polysilicon fill adjacent to the isolation collar, as shown in Figure 16) are represented by lumped resistances. As illustrated in Figure 35, during the writing of a high level (i.e., ‘1’) to the storage capacitor, the charge distribution on the capacitor is a function of depth in the trench. Once the access transistor is shut off, the charge on the capacitor equilibrates, and the stored voltage is lower than the high level of the bitline. In the representative case shown for a trench capacitor having a circular opening of 0.09 µm diameter and a series resistance of 86 kΩ, the voltage stored on the capacitor in a 10-ns write window is about 350 mV less than the 1.5-V bitline-high level. This
Figure 36
Simulation of representative waveforms of a read “1” operation, corresponding to the data written in Figure 35. For this polysilicon-filled trench-storage capacitor having a diameter of 0.90 μm, a 56-mV change is induced on the bitline from the 0.75-V bitline pre-charge level after 10 ns.

means that there is less charge available to be transferred between the capacitor and the bitline for a read operation. As shown in Figure 36, during the read operation the voltage on the capacitor is also a function of the depth in the trench. For read times less than 10 ns, the lower portion of the capacitor contributes less to the transferred charge than the upper portion, reducing the effective storage capacitance. In the case shown, only 56 mV of signal, $V_{\text{signal}}$, is induced on the bitline after 10 ns. For this n⁺ polysilicon trench fill, at ground rules smaller than about 0.100 μm, the effect of storage-trench series resistance is quite pronounced. Novel reduced-resistivity materials will be required to extend trench capacitors to smaller ground rules.

Conclusions
Major challenges facing DRAM scaling to the 0.1-μm generation and beyond have been reviewed. Continued DRAM cost-per-bit productivity depends on reducing the cell size more rapidly than scaling minimum feature size alone would allow. Thus, cell layouts which are more compact than $8F^2$ are required, along with successful scaling of the chip area occupied by both the cell-access transistor and the storage capacitor. A crossroads on the path to continued DRAM scaling has been reached, since multiple solutions exist for these challenges. Although the best choice for continued cost-per-bit productivity is not yet clear, the most promising options have been identified and discussed.

Possible options for reducing the area occupied by the access transistor include aggressive voltage scaling for planar MOSFETs or a paradigm shift to vertical-channel MOSFETs. Each of these approaches presents significant challenges, such as very severe channel doping profile requirements for voltage-scaled planar MOSFETs, and overcoming cell-to-cell interactions that occur for certain vertical cell layouts. It appears that adoption of vertical MOSFETs in DRAM cells may provide longer-term scalability. However, the economies of manufacturability will ultimately determine the actual limits of scalability.

Regarding choice of storage capacitor, trench-storage DRAM cells promise much easier integration of vertical MOSFETs than do stacked-capacitor cells. Furthermore, a clear scaling path exists down to 0.10 μm for trench capacitors, through the use of capacitance-enhancing techniques such as the bottle-shaped trench. Scaling beyond 0.10 μm will require insulators with higher dielectric capacitance and/or trench-fill materials with lower resistance. On the other hand, the scaling path for stacked-capacitor cells is less certain because of a number of difficult challenges which appear earlier than for the trench capacitor. To obtain sufficient capacitance per cell for the stacked capacitor, geometric constraints imposed by mechanical stability and topographic considerations will force new materials to be introduced into manufacturing—first Ta₂O₅, by the 0.12-μm generation, and then BSTO. Also, the need to contain the thermal budget seen by high-performance CMOS logic integrated with DRAM favors the use of trench-capacitor storage.

Finally, as cells are made more compact than $8F^2$, the limit of the folded-bitline architecture, vertically twisted two-layer bitline wiring may have to be used to obtain the required noise immunity. The introduction of $6F^2$ and smaller cells favors trench-capacitor technology because of problems with integrating an additional level of bitline metal over stacked-capacitor cell topography.
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