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Chapter 1

Introduction

This monogram is written with the graduate student in mind. I had in mind to write a short, crisp
book that would introduce my students to the basic ideas and concepts behind many body physics.
At the same time, I felt very strongly that I should like to share my excitement with this field, for
without feeling the thrill of entering uncharted territory, I do not think one has the motivation to
learn and to make the passage from learning to research.

Traditionally, as physicists we ask “what are the microscopic laws of nature ?”, often proceeding
with the brash certainty that once revealed, these laws will have such profound beauty and symmetry,
that the properties of the universe at large will be self-evident. This basic philosophy can be traced
from the earliest atomistic philosophies of Democritus, to the most modern quests to unify quantum
mechanics and gravity.

The dreams and aspirations of many body physics interwine the atomistic approach with a com-
plimentary philosophy- that of emergent phenomena. From this view, fundamentally new kinds of
phenomena emerge within complex assemblies of particles which can not be anticipated from an a
priori knowledge of the microscopic laws of nature. Many body physics aspires to synthesize from
the microscopic laws, new principles that govern the macroscopic realm, asking

What new principles and laws emerge as we make the journey from the microscopic to the macro-
scopic?

This is a comparatively new scientific philosophy. Darwin was the perhaps the first to seek an
understanding of emergent laws of nature. Following in his footsteps, Boltzmann was probably
the first physicist to appreciate the need to understand how emergent principles are linked to mi-
croscopic physics, From Boltzmann’s biography[1], we learn that he was strongly influenced and
inspired by Darwin. In more modern times, a strong advocate of this philosophy has been Philip
Anderson, who first introduced the phrase “emergent phenomenon” into physics[2]. In an influen-
tial article entitled “More is different” written in 1967,[2] P.W. Anderson captured the philosophy
of emergence, writing

“The behavior of large and complex aggregations of elementary particles, it turns out, is not to
be understood in terms of a simple extrapolation of the properties of a few particles. Instead,
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at each level of complexity entirely new properties appear, and the understanding of the new
behaviors requires research which I think is as fundamental in its nature as any other.”

P. W. Anderson from “More is Different” , 1967.

In an ideal world, I would hope that from this short course your knowledge of many body
techniques will grow hand-in-hand with an appreciation of the motivating philsophy. In many ways,
this dual track is essential, for often, one needs both inspiration and overview to steer one lightly
through the formalism, without getting bogged down in mathematical quagmires.

I have tried in the course of the book to mention aspects of the history of the field. We often
forget that act of discovering the laws of nature is a very human and very passionate one. Indeed,
the act of creativity in physics research is very similar to the artistic process. Sometimes, scientific
and artistic revolution even go hand in hand - for the desire for change and revolution often crosses
between art and sciences[3]. I think it is important for students to gain a feeling of this passion
behind the science, and for this reason I have often included a few words about the people and the
history behind the ideas that appear in this text. There are unfortunately, very few texts that tell
the history of many body physics. Pais’ book “Inward Bound” has some important chapters on
the early stages of many body physics. A few additional references are included at the end of this
chapter[4, 5,6, 7]

There are several texts that can be used as reference books in parallel with this monogram, of
which a few deserve special mention. The student reading this book will need to consult stan-
dard references on condensed matter and statistical mechanics. Amongst the various references
let me recommend “Statistical Physics Part II” by Landau and Pitaevksii[8]. For a conceptual un-
derpining of the concepts of condensed matter physics, may I refer you to the Anderson’s classic
“Basic Notions in Condensed Matter Physics”[9]. Amongst the classic references to many body
physics let me mention “AGD”[10], Methods of Quantum Field Theory by Abrikosov, Gorkhov and
Dzyaloshinksi. This is the text that drove the quantum many body revolution of the sixties and sev-
enties, yet it is still very relevant today, if rather terse. Other many body texts which introduce the
reader to the Green function approach to many body physics include “Many Particle Physics” by G.
Mahan[11], notable for the large number of problems he provides, “Green Functions for “Green’s
functions for Solid State Physics” by Doniach and Sondheimer[12] and the very light introduction
to the subject “Feynman diagrams in Solid State Physics” by Richard Mattuck[13]. Amongst the
more recent treatments, let me note Alexei Tsvelik’s “Quantum Field Theory” in Condensed Matter
Physics”[14], provides a wonderful introduction to many of the more modern approaches to con-
densed matter physics, including an introduction to bosonization and conformal field theory. As a
reference to the early developments of many body physics, I recommend “The Many Body Prob-
lem”, by David Pines[15], which contains a compilation of the classic early papers in the field.
Lastly, let me recommend the reader to numerous excellent online reference sources, in addition to
the online physics archive http://arXiv.org, let me mention writing include online lecture notes on
many body theory by Ben Simon and Alexander Atlund[16] and lecture notes on Solid State Physics
and Many Body Theory by Chetan Nayak[17].

Here is a brief summary of what we will cover:
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1. Scales and complexity, where we discuss the gulf of time (T), length-scale (L), particle num-
ber (N) and complexity that separates the microscopic from the macroscopic.

2. Second Quantization. Where make the passage from the wavefunction, to the field operator,
and introduce the excitation concept.

3. Introducing the fundamental correlator of quantum fields: the Green’s functions. Here we
develop the tool of Feynman diagrams for visualizing and calculating many body processes.

4. Finite temperature and imaginary time. By replacing it — 7, ™" — ¢7T7 we will see

how to extend quantum field theory to finite temperature, where we will find that there is an
intimate link between fluctuations and dissipation.

5. The disordered metal. Second quantized treatment of weakly disordered metals: the Drude
metal, and the derivation of “Ohm’s law” from first principles.

6. Opening the door to Path Integrals, linking the partition function and S-matrix to an integral
over all possible time-evolved paths of the many-body system. Z = [, . =5/,

7. The concept of broken symmetry and generalized rigidity, as illustrated by superconductivity
and pairing.

8. A brief introduction to the physics of local moment systems

Finally, a brief note on the conventions used in this book. This book uses standard SI notation,
which means abandoning some of the notational elegance of cgs units, but brings the book into line
with the international standards. Also, following a convention followed in the early Russian texts
on physics and many body physics, and by Mahan’s many body physics[11], I use the convention
that the charge on the electron is

e=-1.602---x107"°C

In other words e = —|e| denotes the magnitude and the sign of the electron charge. This convention
minimizes the number of minus signs required. With this notation, the Hamiltonian of an electron
in a magnetic field is given by

(p - cA)’
=—+¢

H
2m

Vv

where A is the vector potential and V the electric potential. The magnitude of the electron charge is

denoted by |e| in formulae, such as the electron cyclotron frequency w, = %.
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[16] Alexander Altland and Ben Simons, Condensed Matter Field Theory, Cambridge University
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Chapter 2

Scales and Complexity

We do infact know the microscopic physics that governs all metals, chemistry, materials and possi-
bly life itself. In principle, all can be determined from the many-particle wavefunction

WX, % ... Xy, D), .0

which in turn, is governed by the Schodinger equation[1, 2], written out for identical particles as

R I - L oY
7;2%+ZWW—W+ZUW)W:WE (22)
=1

i< j

[ Schrodinger, 1926]

There are of course many details that I have omitted- for instance, if we’re dealing with electrons
then V(x) is the Coulomb interaction potential,

1

V(®) = Tl (2.3)
and e = —|e| is the charge on the electron. In an electromagnetic field we must “gauge” the deriva-
tives V. — V — i(e/mA, U(x) — U(x) + e®(¥), where A is the vector potential and ®(¥) is the
electric potential. Also, to be complete, we must discuss spin, the antisymmetry of ¥ under particle
exchange and of course, the elastic displacements of the atoms in the crystal. With these provisos,
we have every reason to believe that this is the equation that governs the microsopic behavior of
materials.

Unfortunately this knowledge is only the beginning. Why? Because at the most pragmatic level,
we are defeated by the sheer complexity of the problem. Even the task of solving the Schrodinger
equation for modest multi-electron atoms proves insurmountable without bold approximations. The
problem facing the condensed matter physicist, with systems involving 10> atoms, is qualitatively
more severe. The amount of storage required for numerical solution of Schrodinger equation grows
exponentially with the number of particles, so with a macroscopic number of interacting particles
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this becomes far more than a technical problem- it becomes one of principle. Indeed, we believe that
the gulf between the microscopic and the macroscopic is something qualitative and fundamental,
so much so that new types of property emerge in macroscopic systems that we can not anticipate a
priori by using brute-force analyses of the Schrodinger equation.

The “Hitchhiker’s guide to the Galaxy” [3] describes a super computer called “Deep Thought”
that after millions of years spent calculating ‘the answer to the ultimate question of life and the
universe’, reveals it to be 42. Adams’ cruel parody of reductionism holds a certain sway in physics
today. Our “forty two”, is Schroedinger’s many body equation: a set of relations that whose com-
plexity grows so rapidly that we can’t trace its full consequences to macroscopic scales. All is fine,
provided we wish to understand the workings of isolated atoms or molecules up to sizes of about a
nanometer, but between the nanometer and the micron, wonderful things start to occur that severely
challenge our understanding. Physicists, have coined the term “emergence” from evolutionary biol-
ogy to describe these phenomenal4, 5, 6, 7].

The pressure of a gas is an example of emergence: it’s a co-operative property of large numbers
of particles which can not be anticipated from the behavior of one particle alone. Although Newton’s
laws of motion account for the pressure in a gas, a hundred and eighty years elapsed before Maxwell
developed the statistical description of atoms needed to understand pressure.

Let us dwell a little more on this gulf of complexity that separates the microscopic from the
macroscopic. We can try to describe this gulf using four main catagories of scale:

e T.Time 10",

o L.Length 107.

o N. Number of particles. 10>

e C Complexity.

2.1 Time scales

We can make an estimate of the characteristic quantum time scale by using the uncertainty principle
ATAE ~ T, so that
h h
Tr—n —— ~ 107, 24
[leV] 10-19J @4
Although we know the physics on this timescale, in our macroscopic world, the the characteristic
timescale ~ 1s, so that
ATMat'm - 10]5. (25)
ATQuantum
To link quantum, and macroscopic timescales, we must make a leap comparable with an extrapola-
tion from the the timescale of a heart-beat to the age of the universe. (10 billion yrs ~ 10'7 s.)

16
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Matter wave

Figure 2.1: The typical size of a de Broglie wave is 107'm, to be compared with a typical scale
lem of a macroscopic crystal.

2.2 L: Length scales

An approximate measure for the characteristic length scale in the quantum world is the de Broglie
wavelength of an electron in a hydrogen atom,

Louantum ~ 107%m, (2.6)

SO
LMacro.vmpic

8

LQutmrum 10 (2 7)
At the beginning of the 20th century, the leading philosopher physicist Mach argued to Boltzmann
that the atomic hypothesis was metaphysical as one could never envisage a machine with the res-
olution to image anything so small. Today, this incredible gulf of scale can today be spanned by
scanning tunneling microscopes, able to resolve electronic details on the surface of materials with
sub-Angstrom resolution.

2.3 N: particle number

To visualize the number of particles in a single mole of substance, it is worth reflecting that a crystal
containing a mole of atoms occupies a cube of roughly 1¢m?. From the quantum perspective, this is
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a cube with approximately 100million atoms along each edge. Avagadros number
Natacroscopic = 6 x 102 ~ (100 million)? (2.8)

a number which is placed in perspective by reflecting that the number of atoms in a grain of sand is
roughly comparable with the number of sand-grains in a 1 mile beach. Notice however that we are
used to dealing with inert beaches, where there is no interference between the constituent particles.

24 C: Complexity and Emergence.

Real materials are like macroscopic atoms, where the quantum interference amongst the constituent
particles gives rise to a range of complexity and diversity that constitutes the largest gulf of all.
‘We can attempt to quantify the ”complexity” axis by considering the number of atoms per unit cell
of a crystal. Whereas there are roughly 100 stable elements, there are roughly 1007 stable binary
compounds. The number of stable tertiary compounds is conservatively estimated at more than 10°,
of which still only a tiny fraction have been explored experimentally. At each step, the range of
diversity increases, and there is reason to believe that at each level of complexity, new types of
phenomenon begin to emerge.

But it is really the confluence of length and time scale, particle number and complexity that
provides the canvas on which emergent properties develop. While classical matter develops new
forms of behavior on large scales, the potential for quantum matter to develop emergent properties
is far more startling. For instance, similar atoms of niobium and gold, when scaled up to the micron-
scale, form crystals with dramatically different properties. Electrons roam free across gold crystals,
forming the conducting fluid that gives it lustrous metallic properties. Up to about 30 nanometers,
there is little to distinguish copper and niobium, but beyond this scale, the electrons in niobium
pair up into “Cooper pairs” . By the time we reach the scale of a micron, these pairs congregate
by the billions into a pair condensate transforming the crystal into an entirely new metallic state: a
superconductor, which conducts without resistance, excludes magnetic fields and has the ability to
levitate magnets.

Niobium is elemental superconductor, with a transition temperature 7, =9.2K that is pretty typ-
ical of conventional “low temperature” superconductors. When experimentalists began to explore
the properties of quaternary compounds in the 1980s, they came across the completely unexpected
phenomenon of high temperature superconductivity. Even today, two decades later, research has
only begun to explore the vast universe of quaternary compounds, and the pace of discovery has not
slackened. In the two years preceeding publication of this book, physicists have discovered a new
family of iron-based high temperature superconductors, and I'd like to think that before this book
goes out of print, many more families will have come to light.

Superconductivity is only a beginning. It is first of all, only one of a large number of broken
symmetry states that can develop in “hard” quantum matter. But in assemblies of softer, organic
molecules, a tenth of a micron is already enough for the emergence of life. Self-sustaining microbes
little more than 200 nanometers in size have been recently been discovered. While we more-or-
less understand the principles that govern the superconductor, we do not yet understand those that
govern the emergence of life on roughly the same spatial scale[8].
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Figure 2.2: Condensed matter of increasing complexity. As the number of inequivalent atoms per
“unit cell” grows, the complexity of the material and the potential for new types of behavior grows.
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Chapter 3

Quantum Fields

3.1 Overview

At the heart of quantum many body theory lies the concept of the quantum field. Like a classical
field ¢(x), a quantum field is a continuous function of position, excepting now, this variable is an
operator ¢(x). Like all other quantum variables, the quantum field is in general a strongly fluctuating
degree of freedom that only becomes sharp in certain special eigenstates; its function is to add or
subtract particles to the system. The appearance of particles or “quanta” of energy £ = hw is
perhaps the greatest single distinction between quantum, and classical fields.

This astonishing feature of quantum fields was first recognized by Einstein, who in 1905 and
1907 made the proposal that the fundamental excitations of continuous media - the electromagnetic
field and crystalline matter in particular, are carried by quanta[1, 2, 3, 4], with energy

E = ho.

Einstein made this bold leap in two stages - first by showing that Planck’s theory of black-body
radiation could be re-interpreted in terms of photons[1, 2], and one year later generalizing the idea
to the vibrations inside matter[3] which, he reasoned must also be made up of tiny wave packets
of sound that we now call “phonons”. From his phonon hypothesis Einstein was able to explain
the strong temperature dependence of the specific heat in Diamond - a complete mystery from a
classical standpoint. Yet despite these early successes, it took a further two decades before the
machinery of quantum mechanics gave Einstein’s ideas a concrete mathematical formulation.

Quantum fields are intimately related to the idea of second quantization. First quantization
permits us to make the jump from the classical world, to the simplest quantum systems. The classical
momentum and position variables are replaced by operators, such as

E — iho,
p - p=-ihdy, 3.1

whilst the Poisson bracket which relates canonical conjugate variables is now replaced by the quan-
tum commutator[5, 6]:
[x, p] = ih. (32)
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Quantum string.

Figure 3.1: Contrasting a classical, and a quantum string.

The commutator is the key to first quantization, and it is the non-commuting property that leads to
quantum fluctuations and the Heisenberg uncertainty principle. (See examples). Second quantiza-
tion permits us to take the next step, extending quantum mechanics to

e Macroscopic numbers of particles.
e Develop an “excitation” or “quasiparticle” description of the low energy physics.
e Describe the dynamical response and internal correlations of large systems.

e To describe collective behavior and broken symmetry phase transitions.

In its simplest form, second quantization elevates classical fields to the status of operators. The
simplest example is the quantization of a classical string, as shown in Fig. 3.1. Classically, the
string is described by a smooth field ¢(x) which measures the displacement from equilibrium, plus
the conjugate field m(x) which measures the transverse momentum per unit length. The classical
Hamiltonian is

H= f dx[z(vm(x))%in(x)z (33)
2 2p

where 7 is the tension in the string and p the mass per unit length. In this case, second-quantization
is accomplished by imposing the canonical commutation relations

[¢(x), 7(Y)] = ihid(x - y), Canonical commutation relation 34)
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Carbon without
Exclusion principle

Carbon with
Exclusion principle

Figure 3.2: Without the exclusion principle, all electrons would occupy the same atomic orbital.
There would be no chemistry, no life.

In this respect, second-quantization is no different to conventional quantization, except that the de-
grees of freedom are defined continuously throughout space. The basic method I have just described
works for describing collective fields, such as sound vibrations, or the electromagnetic field, but we
also need to know how to develop the field theory of identical particles, such as an electron gas in a
metal, or a fluid of identical Helium atoms.

For particle fields, the process of second-quantization is more subtle, for here we the under-
lying fields have no strict classical counterpart. Historically, the first steps to dealing with such
many particle systems were made in atomic physics. In 1925 Pauli proposed his famous “exclu-
sion principle”[7] to account for the diversity of chemistry, and the observation that atomic spectra
could be understood only if one assumed there was no more than one electron per quantum state.
(Fig. 3.2.) A year later, Dirac and Fermi examined the consequences of this principle for a gas of
particles, which today we refer to as “fermions”. Dirac realized that the two fundamental varieties
of particle- fermions and bosons could be related to the parity of the many-particle wavefunction
under particle exchange([8]

Y(particle at A, particle at B) = e’@‘l’(pa.rticle at B, particle at A) 3.5)

If one exchanges the particles twice, the total phase is ¢2©.

wavefunction, then we must have

If we are to avoid a many-valued

&@:1:e@=i% bosons (3:6)

fermions

The choice of ¢®© = 1 leads to a wavefunction which is completely antisymmetric under particle
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exchange, which immediately prevents more than one particle in a given quantum state. '

In 1927, Jordan and Klein realized that to cast physics of a many body system into a more
compact form, one needs to introduce an operator for the particle itself-the field operator. With
their innovation, it proves possible to unshackle ourselves from the many body wavefunction. The
particle field

() 3.7

operator can be very loosely regarded as a quantization of the one-body Schrodinger wavefunction.
Jordan and Klein[9] proposed that the particle field, and its complex conjugate are conjugate vari-
ables. With this insight, the second-quantization of bosons is achieved by introducing a non-zero
commutator between the particle field, and its complex conjugate. The new quantum fields that
emerge play the role of creating, and destroying particles (see below)

[0, ¢ ()] = 6(x - y)

Y)Y (x)
Ay

1 ptcle wavefunction

J(x), 4" (x) Bosons (3.8)
vy X

destruction /creation operator

For fermions, the existence of an antisymmetric wavefunction, means that particle fields must anti-
commute, i.e

YY) = =y (y(x), (39)

a point first noted by Jordan, and then developed by Jordan and Wigner[? ]. The simplest example
of anticommuting operators, is provided by the Pauli matrices: we are now going to have to get used
to a whole continuum of such operators! Jordan and Wigner realized that the second-quantization
of fermions requires that the the non-trivial commutator between conjugate particle fields must be
replaced by an anticommutator

W), ¢ () = 6(x - y)

Y)Y (x)
=

1 ptcle wavefunction

J(x), " (x) Fermions. (3.10)
e

destruction /creation operator

The operation {a, b} = ab + ba denotes the anticommutator. Remarkably, just as bosonic physics
derives from commutators, fermionic physics derives from an algebra of anticommutators.

How real is a quantum field and what is its physical significance? To begin to to get a feeling of
its meaning, let us look at some key properties. The transformation from wavefunction, to operator
also extends to more directly observable quantities. Consider for example, the electron probability
density p(x) = ¢*(x)y(x) of a one-particle wavefunction ¢/(x). By elevating the wavefunction to the
status of a field operator, we obtain

p() = [P = px) = §T (), (3.11)

which is the density operator for a many body system. Loosely speaking, the squared magnitude of
the quantum field represents the density of particles

'In dimensions below three, it is possible to have wavefunctions with several Reimann sheets, which gives rise to the
concept of fractional statistics and “anyons”.
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Another aspect of the quantum field we have to understand, is its relationship to the many-body
wavefunction. This link depends on a new concept, the “vacuum”. This unique state, denoted by
|0) is devoid of particles, and for this reason it is the only state for which there is no amplitude to
destroy a particle so

Y())0) = 0.

We shall see that as a consequence of the canonical algebra, the creation operator ¢ (x) increments
the number of particles by one, creating a particle at x, so that

The vacuum (3.12)

lxi) = ¢ (x1)I0) (3.13)

is a single particle at x;,
Ixr,..xw) = vl o). u  (x)I0) (3.14)

is the N-particle state with particles located at x; ... xy and
(eranl = Ol ) - el = O - () (3.15)

is its conjugate “bra” vector. The wavefunction of an N particle state, |[N) is given by the overlap of
{x1,...xy| with |[N):

Yxr, . xn) = (s N IN) = O () - () IN) (3.16)

So many body wavefunctions correspond to matrix elements of the quantum fields. From this link
we can see that the exchange symmetry under particle exchange is directly linked to the exchange
algebra of the field operators. For Bosons and Fermions respectively, we have

QO Y (xp41) - . IN) = O] . (DY) - . IN) (3.17)
(where + refers to Bosons, —to fermions), so that

Y (Xrs1) = 2P W (xr) (3.18)

From this we see that Bosonic operators commute, but fermionic operators must anticommute.
Thus it is the exchange symmetry of identical quantum particles that dictates the commuting, or
anticommuting algebra of the associated quantum fields.

Unlike a classical field, quantum fields are in a state of constant fluctuation. This applies to
both collective fields, as in the example of the string in Fig. 3.1, and to quantum fluids. Just as the
commutator between position and momentum gives rise to the uncertainty principle: [x, p] = ifi —
AxAp 2T, the canonical commutation, or anticommutation relations give rise to a similar relation
between the amplitude and phase of the quantum field. Under certain conditions the fluctuations of
a quantum field can be eliminated, and in these extreme limits, the quantum field begins to take on
a tangible classical existence. In a bose superfluid for example, the quantum field becomes a sharp
variable, and we can really ascribe a meaning to the expectation of the quantum field

(W(x)) = vpse® (3.19)
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0) Pi)I0)  »I3)YI(2)y1(1)|0)
1 particle 3 particles

Vacuum

Figure 3.3: Action of creation operator on vacuum to create (i) a one particle and (ii) a three particle
state

where p; measures the density of particles in the superfluid condensate. We shall see that there is a
completely parallel uncertainty relation between the phase and density of quantum fields,

ANAO 1 (3.20)

where 6 is the average phase of a condensate and N the number of particles it contains. When N
is truly macroscopic, the uncertainty in the phase may be made arbitrarily small, so that in a Bose
superfluid, the phase becomes sufficiently well defined that it becomes possible to observe interfer-
ence phenomenon! Similar situations arise inside a Laser, where the phase of the electromagnetic
field becomes well-defined, or a superconductor, where the phase of the electrons in the condensate
becomes well defined.

In the next two chapters we shall go back and see how all these features appear systematically
in the context of “free field theory”. We shall begin with collective bosonic fields, which behave as
a dense ensemble of coupled Harmonic oscillators. In the next chapter, we shall move to conserved
particles, and see how the exchange symmetry of the wavefunction leads to the commutation, and
anticommutation algebra of bose and Fermi fields. We shall see how this information enables us to
completely solve the properties of a non-interacting Bose, or Fermi fluid.

It is the non-commuting properties of quantum fields that generate their intrinsic “graininess”.
Because of this, quantum fields, though nominally continuous degrees of freedom, can always be
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decomposed in terms of a discrete particular content. The action of a collective field involves the
creation of a wavepacket centered at x by both the creation, and destruction of quanta, schematically,

boson creation,
¢m:2[ +

T momentum -k (3.21)

boson destruction | _j.x
e 5
momentum k

Examples of such quanta, include quanta of sound, or phonons, and quanta of radiation, or photons.
In a similar way, the action of a particle creation operator creates a wavepacket of particles at x,
schematically,

particle creation

—ik-x
momentum k ¢ ’ (322

=)
k

When the underlying particles develop coherence, the quantum field begins to behave classically.
It is the ability of quantum fields to describe continuous classical behavior and discrete particulate
behavior in a unified way that makes them so very special.

Example. By considering the positivity of the quantity (A(1)'A(1)), where A = & + idp and A is
a real number, prove the Heisenberg uncertainty relation AxAp > %

Example. How does the uncertainty principle prevent the collapse of the Hydrogen atom. Is the
uncertainty principle enough to explain the stability of matter?

3.2 Collective Quantum Fields

Here, we will begin to familiarize ourselves with quantum fields by developing the field theory of a
free, bosonic field. It is important to realize that a bosonic quantum field is fundamentally nothing
more than a set of linearly coupled oscillators, and in particular, so long as the system is linear, the
modes of oscillation can always be decomposed into a linear sum of independent normal modes.
Each normal mode is nothing more than a simple harmonic oscillator, which provides the basic
building block for bosonic field theories.

Our basic strategy for quantizing collective, bosonic fields, thus consists of two basic parts.
First, we must reduce the Hamiltonian to its normal modes. For translationally invariant systems,
this is just a matter of Fourier transforming the field, and its conjugate momenta. Second, we then
quantize the normal mode Hamiltonian as a sum of independent Harmonic oscillators.

H(p, ) L Normal Co-ords m H= Z hwg(ng + %) (3.23)
q
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Figure 3.4: Family of zero, one and three-dimensional Harmonic crystals.

The first part of this procedure is essentially identical for both quantum, and classical oscillators.
The second-stage is nothing more than the quantization of a single Harmonic oscillator. Consider
the family of lattices shown in Figure 3.4. We shall start with a single oscillator at one site. We shall
then graduate to one and higher dimensional chain of oscillators, as shown in Fig 3.4.

3.3 Harmonic oscillator: a zero-dimensional field theory

Although the Schrodinger approach is most widely used in first quantization, it is the Heisenberg
approach that opens the door to second-quantization. In the Schrodinger approach, one solves the
wave-equation
e P
+ Smw X" Y = Egin (3.24)
2m 2

from which one finds the energy levels are evenly spaced, according to
1
E,=n+ E)hw’ (3.25)
where w is the frequency of the oscillator.
The door to second-quantization is opened by re-interpreting these evenly spaced energy levels

in terms of “quanta”, each of energy Ziw. The nth excited state corresponds to the addition of n
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quanta to the ground-state. We shall now see how we can put mathematical meat on these words by
introducing an operator “a” that creates these quanta, so that the n-th excited state is obtained by
acting n times on the ground-state with the creation operator.

1
Val
Let us now see how this works. The Hamiltonian for this problem involves conjugate position and
momentum operators as follows

Iny = —=(a")"[0). (3.26)

H = %+%mw2x2 (327
x.pl = in, ’ ’

In the ground-state, the particle in the Harmonic potential undergoes zero-point motion, with an
uncertainty in position and momentum Ap and Ax which satisfy AxAp ~ 7. Since the zero-point
kinetic and potential energies are equal, Ap?/2m = mw?Ax?/2, so

Ax = ﬂi, Ap = Vmwh (3.28)
mw

define the scale of zero-point motion. It is useful to define dimensionless position and momentum
variables by factoring out the scale of zero-point motion

x P

=, == 3.29
£=7 Pe= 5, (3.29)
One quickly verifies that [£, p¢] = i are still canonically conjugate, and that now
hw
n="2le+ ] (330)
Next, introduce the “creation” and “annihilation” operators
1
o . « . »
a' = —(&-ipe), creation operator
\{i 3
a = —(E+ipe), “annihilation operator”. (3.31)
V3 3
Since [a,a'] = 5 ([, pe] — [pe. £1) = 1, these operators satisfy the algebra
la,al=[a",a"] = 0
canonical commutation rules (3.32)
[a,a"] = 1.

It is this algebra which lies at the heart of bosonic physics, enabling us to interpret the creation and
annihilation operators as the objects which add, and remove quanta of vibration to and from the
system.
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To follow the trail further, we rewrite the Hamiltonian in terms of ¢ and a'. Since E=(a+
ah/ V2, pe=(a— a%)/ V2i, the core of the Hamiltonian can be rewritten as

_fz + pz =d'a+ad" (3.33)

But aa’ = ata + 1, from the commutation rules, so that
H = hold'a + %]. (3.34)
This has a beautifully simple interpretation. The second term is just the zero-point energy Ey =

hw/2 The first term contains the “number operator”

n=a'a, “number operator” (3.35)
which counts the number of vibrational quanta added to the ground state. Each of these quanta
carries energy fiw.

To see this, we need to introduce the concept of the vacuum, defined as the unique state such

that
al0y = 0. (3.36)

From (12.133), this state is clearly an eigenstate of H, with energy E = hiw/2. We now assert that
the state

|
INy = 7(“')N'°> (337
N

where Ay is a normalization constant, contains N quanta.
To verify that i counts the number of bosons, we use the commutation algebra to show that
[i,a'] = a' and [#1,a] = —a, or
fa' a'(m+1)
na = a(-1) (3.38)

which means that when a' or a act on a state, they respectively add, or remove one quantum of
energy. Suppose that

#IN) = NIN) (3.39)
for some N, then from (3.38),
naf Ny = d'a+ DIN) =WV + 1) dfIN) (3.40)

so that af[N) = |N + 1) contains N + 1 quanta. Since (3.39) holds for N = 0, it holds for all N. To
complete the discussion, let us fix Ay by noting that from the definition of |N),

v\’ v\
(N = l|ad'|N - 1):(m) (NlN):(m) , (3.41)
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n quanta

hw$

Figure 3.5: Tllustrating the excitation picture for a single harmonic oscillator.

but since aa” = v + 1, (N — l|aa’|N = 1) = N(N — 1|N — 1) = N. Comparing these two expressions,
it follows that Ay /Ay-1 = VN, and since Ao =1,y = YN!.
Summarizing the discussion

H = ho+3)
n = d'a, “number operator” (3.42)
Ny = \/#Nj(af)NIO) N-Boson state

Using these results, we can quickly learn many things about the quantum fields @ and a'. Let us
look at a few examples. First, we can transform all time dependence from the states to the operators
by moving to a Heisenberg representation, writing

iHi[h =iHi[h

a(t) = e Heisenberg representation (3.43)

This transformation preserves the canonical commutation algebra, and the form of H. The equation
of motion of a(?) is given by

da i .
i £[H, a(t)] = —iwa(t) (3.44)
so that the Heisenberg operators are given by
a(ty = e_*"“”a,
al(ty = &“d’ (3.45)

Using these results, we can decompose the original momentum and displacement operators as fol-

lows
_ & ¥ — h —iwt T iwt
Ax&(r) = \/i(a(t) +ad' (1) = 4/ 2mw(ae +a'e")
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P = (3.46)

App,g(t) = '"gﬂ(aeﬂ'wt _ aﬁ'eiwt)

Notice how the displacement operator- a priori a continuous variable, has the action of creating and
destroying discrete quanta.
‘We can use this result to compute the correlation functions of the displacement.

Example 1. Calculate the autocorrelation function S(t — t') = %(OI{x(t),x(t’)}IO) and the
“response” function R(t — t') = (i/h){0|[x(z), x(¢)]|0) in the ground-state of the quantum
Harmonic oscillator.

Solution We may expand the correlation function and response function as follows

St—-tn) =
Rt —1n) =

1
§<0|x(ll )x(2) + x(t2)x(11)[0)
(i/m)Olx(11)x(t2) — x(12)x(21)|0)

But we may expand x(7) as given in (3.46). The only term which survives in the ground-state,
is the term proportional to aa’, so that

(3.47)

h . .
—(Olaa’|0ye N1 =1)

QOlx()x()I0) = e

(3.48)
Now using (3.47) we obtain

h . .
—— cos[w(t = 1')] “Correlation function”

2mw
— sin[w(t — )]
mw

1
5 Ol 2(2)}10)

—i{0|[x(®), x(¢)]10)

“Response function”

o We shall later see that R(r — ') gives the response of the ground-state to an applied force
F(t'), so that at a time ¢, the displacement is given by

(D) = f R(t = ¢)F(¢)dt’ (3.49)

o0

Remarkably, the response function is identical with a classical Harmonic oscillator.

Example 2. Calculate the number of quanta present in a Harmonic oscillator with characteristic
frequency w, at temperature T .

To calculate the expectation value of any operator at temperature 7', we need to consider an
ensemble of systems in different quantum states |¥) = Y, culn). The expectation value of
operator A in state |'¥') is then

Ay = (¥M) = 3 chcatmliny (3.50)

mn

34

17



©2011 Piers Coleman

Chapter 3.

In a position basis, this would be

A=) chen f Ay (DAY () 351)
m.n
But now we have to average over the typical state ['¥) in the ensemble, which gives
A =Y ctamldin) = 3" pun(miAin) (3:52)

mn mn

where p,,, = cj,c, is the “density matrix”. If the ensemble is in equilibrium with an incoherent
heat bath, at temperature 7', quantum statistical mechanics asserts that there are no residual
phase correlations between the different energy levels, which acquires a Boltzmann distribution
(3.53)

Pmn = CpyCn = PnOnm

where p, = e¢PFr/Z is the Boltzman distribution, with 8 = 1/kgT, and kp is Boltzmann’s
constant. Let us now apply this to our problem, where

A=n=d'a (3.54)
is the number operator. In this case,
1
ny = e nlalny = - ne 7 ¢
®) = ) (PF2)nlaln) = = = (3.55)
n "
To normalize the distribution, we must have Y, p, = 1, so that
7= Z e PEn (3.56)
7
Finally, since E, = hw(n + ),
—Bhw(n+}) —An
(y = ¢ n_Zneln 1 = Bho. (357
> e*ﬁhw(;wé) M et
The sum in the denominator is a geometric series
Z o L (3.58)
~ 1—et
and the numerator is given by
i) et
—n —n
=—— = 3.59
Z":e Tl Ta—ey (=2
so that
R 1 1
() = (3.60)

A—1 P

which is the famous Bose-Einstein distribution function.
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34 Collective modes: phonons

‘We now extend the discussion of the last section from zero to higher dimensions. Let us go back
to the lattice shown in Fig 3.4 . To simplify our discussion, let imagine that at each site there is a
single elastic degree of freedom. For simplicity, let us imagine we are discussing the longitundinal
displacement of an atom along a one-dimensional chain that runs in the x-direction. For the j-th
atom,

xj= xj? +¢. 3.61)

If 7j is the conjugate momentum to x;, then the two variables must satisfy canonical commutation
relations

[¢i, ;] = ihd;;. (3.62)
Notice how variables at different sites are fully independent. We’ll imagine that our one-dimensional
lattice has N sites, and we shall make life easier by working with periodic boundary conditions, so
that ¢y, = ¢; and 7r; = mj,n,. Suppose nearest neighbors are connected by a “spring”, in which
case, the total total energy is then a sum of kinetic and potential energy

- ”2,- mw? 2
H_j:IZ,N, ot (8= 0js1) (3.63)
where m is the mass of an atom.

Now the great simplifying feature of this model, is that that it possesses translational symmetry,
so that under the translation
(3.64)

Tj = Tjtls

= Djri

the Hamiltonian and commutation relations remain unchanged. If we shrink the size of the lattice
to zero, this symmetry will become a continuous translational symmetry. The generator of these
translations is the crystal momentum operator, which must therefore commute with the Hamiltonian.
Because of this symmetry, it makes sense to transform to operators that are diagonal in momentum
space, so we’ll Fourier transform all fields as follows:

_ 1 i
¢ =7 Ze gy } R;=ja
= Jja.

7 ﬁ b eiqR/nq’ (3.65)

The periodic boundary conditions, ¢; = ¢y, ,7; = 7y, mean that the values of ¢ entering in this
sum must satisfy gL = 2zn, where L = Na is the length of the chain and n is an integer, thus

2n
q=—n

2 (n € [LNy])

(3.66)

Notice that g € [0, 27/a] defines the range of . As in any periodic structure, the crystal momentum

is only defined modulo a reciprocal lattice vector, which in this case is 27/a, so that g + % =g,
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(you may verify that (g + 27")R_,- = gR; + 27m, which is why we restrict n € [1, Ni]). The functions
\/#Fe"‘i’e i = (jlg) form a complete orthogonal basis, so that in particular

1 i

Z(q’l Mila) = 5 Z TR = (g |g) = 64y orthogonality (3.67)
J o

is one if ¢ = ¢’, but zero otherwise (see exercise 3.1). This result is immensely useful, and we

shall use it time and time again. Using the orthogonality relation, we can check that the inverse

transformations are

0 =% Lie e

g = \/LI\T\ Zq e_iqR'/”j (3.68)

Notice that since ¢; and 7; are Hermitian operators, it follows that ¢"'q = ¢_q and Jr"'q = m_4. Using
the orthogonality, we can verify the transformed commutation relations are
ihdi;
- 0 )
_ (qRi=q'R}) (i,
e is ”/]
s 7
i iR _
= — e i = ihd,,. 3.69
N 2/] ar (3.69)

[¢—g. 7]

We shall now see that 7, and ¢, are quantized version of “normal co-ordinates” which bring
the Hamiltonian back into the standard Harmonic oscillator form. To check that the Hamiltonian is
truly diagonal in these variables we

1. expand ¢; and 7; in terms of their Fourier components,
2. regroup the sums so that the summation over momenta is on the outside,

3. Eliminate all but one summation over momentum by carrying out the internal sum over site
variables. This will involve terms like N;! ;¢ @*0R; = 5, .r, which constrains ¢’ = —q and
eliminates the sum over ¢’.

With a bit of practice, these steps can be carried out very quickly. In transforming the potential
energy, it is useful to rewrite it in the form

n

2
V= ;) Z,: Gj2¢; = ¢jr1 — Pj-1). (3.70)

The term in brackets can be Fourier transformed as follows:

40? sin*(qa/2)=w}

1 STy S —— .
2 2 iqa —iqa iqR
W 2¢;=¢j1 —dj-1) = 75 W2 - €1 — e X ¢ "IN
i~ Pit Jj N, a q
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1 2 iqR
= E w; ¢y €', (3.71)
VN, &40

where we have defined wg =4dw sinz(qa/ 2). Inserting this into (3.70), we obtain

Sqq’

e

m 2 -1 iq-q")R

Vo= EZ%¢—4'¢M Zel(q R
a9’ j

J
2

PIRTH 372)

q

Carrying out the same procedure on the kinetic energy, we obtain
1 mw}
H= Zq: =g by (3.73)

which expresses the Hamiltonian in terms of “normal co-ordinates”, ¢, and 7. So far, all of the
transformations we have preserved the ordering of the operators, so it is no surprise that the quantum
and classical expressions for the Hamiltonian in terms of normal co-ordinates are formally identical.

Now before we go on, it is perhaps useful to note that at ¢ = 0, w, = 0, so that there is
no contribution to the potential energy from the ¢ = 0 mode, which corresponds to a uniform
translation of the entire system. To separate the uniform motion from the oscillatory modes, it is
useful to split the g = 0 part of the Hamiltonian off from the remainder,

Hem
2
1 5 1 mwy
H= ﬂ”o + ; (ﬂnqn,q + - ¢q¢,q]

where the first term is just the center of mass energy.
The next step merely repeats the procedure carried out for the single harmonic oscillator. We
define a set of conjugate creation and annihilation operators

mwy i
N7 (b + g 7a)
mw, i
v 77 (64 — #mq”—q)
Note that the second expression for aTq is obtained by taking the complex conjugate of a,, and

remembering that ¢7, = ¢_, and 7', = 7, since the underlying fields are real.
The inversion of these expressions is

. h
g = TN 5 (ag —a'-y) (375)
ba = ﬂﬁ(aq + atq)
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Notice how the Fourier component of the field at wavevector g either destroys a phonon of momen-
tum g or creates a phonon of momentum —q. Both have reduce the total momentum by ¢q.
From these expressions, it follows that

mwgh
2

_ ¥ t to
Tgn_q = (a"qag+aga'y—a' _ga'qg—aga_q)

(a'ga_g+aga'g+a'_ga'y +aga_y) (3.76)

et = 2mw,
q

Adding the two terms inside the Hamiltonian then gives

1 .
H=Hey + 5 ) hwy(d gag + aga’y), GBI7
2 q#0

or using the commutation relations,

. 1
H = Hey + Z hwg(a’ ga, + 5) (3.78)
q#0

Since each set of a, and a’tq obey canonical commutation relations, we can immediately identify
ny = a'4a, as the number operator for quanta in the q-th momentum state. Remarkably, the system
of coupled oscillators can be reduced to a sum of independent Harmonic oscillators, with charac-
teristic frequency w,, energy hiw, and momentum ¢. Each normal mode of the original classical
system corresponds to particular phonon excitation.

We can immediately generalize all of our results from a single Harmonic oscillator. For example,
the general state of the system will now be an eigenstate of the phonon occupancies,

(aWL gi )”‘/i

MY = [ng,. ng, .. ngy) = \nf,>=| =410y (3.79)
q q: 4. l;[ i n /rq'!

where the vacuum is the unique state that is annihilated by all of the a,. In this state, the occupation
numbers 7, are diagonal, so this is an energy eigenstate with energy

E=E,+ Z nghw, (3.80)
q

where E, = % 24 fiwg is the zero-point energy.
Remarks

e The quantized displacements of a crystal are called phonons. Quantized fluctuations of mag-
netization in a magnet are “magnons”.

e We can easily transform to a Heisenberg representation, whereapon a,(f) = aqe”"‘"/’ .
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L=14 0g = 2wsin(q a/2)
20} : -~ -
Wy 2w/ — oo o
—_— i —
0 q 2m/a

Figure 3.6: Illustrating the excitation picture for a chain of coupled oscillators, length L=14.

e We can expand the local field entirely in terms of phonons. Using (3.75), we obtain
1 )
60 = —= ) 9™
J W ; q

f )
dem(®) + Sy 400+ '] 75 (381)

1
)

470
where ¢cy = Ni 2. j ¢, is the center of mass displacement.

e The transverse displacements of the atoms can be readily included by simply upgrading the
displacement and momentum ¢; and ; to vectors. For “springs”, the energies associated with
transverse and longitudinal displacements are not the same because the stiffness associated
with transverse displacements depends on the tension. Nevertheless, the Hamiltonian has
an identical form for the one longitudinal and two transverse modes, provided one inserts a
different stiffness for the transverse modes. The initial Hamiltonian is then simply a sum over
three degenerate polarizations A € [1, 3]

2
”j/l

H=
2m

ma? s
+ T('Z’j/t = $js11) (3.82)
A=13 j=TN,

where w? = w? for the longitudinal mode, and w}; = T/a, where T is the tension in the
spring, for the two transverse modes. By applying the same procedure to all three modes, the
final Hamiltonian then becomes

H= Z Z hwqd(a';'qdaqd + %)

=13 ¢q
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where wg = 2w,sin(qa/2). Of course, in more realistic crystal structures, the energies of the
three modes will no longer be degenerate.

e We can generalize all of this discussion to a 2 or 3 dimensional square lattice, by noting that
the orthogonality relation becomes

N;! Z TaOR — 5 (3.83)
J
where now,

2 .. .
q= T(li,lz ...ip) (3.84)

and Rj is a site on the lattice. The general form for the potential energy is slightly more
complicated, but one can still cast the final Hamiltonian in terms of a sum over longitudinal
and transverse modes.

e The zero-point energy E, = % 2.q lwy is very important in He — 4 and He — 3 crystals, where
the lightness of the atoms gives rise to such large phonon frequencies that the crystalline phase
is unstable and melts at ambient pressure under the influence of quantum zero point motion.
The resulting “quantum fluids™ exhibit the remarkable property of superfluidity.

3.5 The Thermodynamic Limit

In the last section, we examined a system of coupled oscillators on a finite lattice. By restricting
a system to a finite lattice, we impose a restriction on the maximium wavelength, and hence, the
excitation spectrum. This is known as an “infra-red” cut-off. When we take L — oo, the allowed
momentum states become closer and closer together, and we now have a continuum in momentum
space.

‘What happens to the various momentum summations in the thermodynamic limit, L — oo?
When the allowed momenta become arbitrarily close together, the discrete summations over mo-
mentum must be replaced by continuous integrals. For each dimension, the increment in momentum
appearing inside the discrete summations is

_2n

A
177

(3.85)

so that L34 = 1. Thus in one dimension, the summation over the discrete values of g can be formally

2r
A Y- (3.86)
Z ;zn

rewritten as
qj

where g; = 27%, and j € [1,N;]. When we take L — oo, g becomes a continuous variable
q € [0,2n/a], where a = L/Nj is the lattice spacing, so that the summation can now be replaced by

a continuous integral:
2n/a dq
Z{...}—>Lf Tl (3.87)
q 0 d
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Figure 3.7: Tllustrating the grid of allowed momenta for a three-dimensional crystal of dimensions
L3. In the limit L — oo, the grid becomes a continuum, with (L/27)? points per unit volume of
momentum space.

Similarly, in in D-dimensions, we can regard the D-dimensional sum over momentum as a sum
over tiny hypercubes, each of volume

(Ag)” = (ZL”[),D (3.88)
so that LP (éjj;’ =1and
(Aq)l) f dl)q
Ly =1LP . )—-LP 3.89
Zq:{ } Zq: (ZH)D{ = 0<gi<2n/a (2”)[){ } G5

where the integral is over a hypercube in momentum space, with sides of length 27/a.
Once the momentum sums become continuous, we need to change the normalization of our
states. By convention, we now normalize our plane wave basis per unit volume, writing

(x|k) — & (3.90)
In a finite volume, this means that the orthogonality condition on these plane waves is
K'k) = f dP xe® X = [P e, 391)

where §k_k is the discrete delta function on the grid of allowed wavevectors. In the thermodynamic
limit, this becomes
f dPxe &)X = 2mPsP(k - k') (3.92)
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so that the continuum limit of the discrete delta-function is given by

LP6e — 2m)PsP(k - K') (3.93)

Example 4. Re-express the Hamiltonian H of a simplified three-dimensional Harmonic crystal
in terms of phonon number operators and calculate the zero-point energy, where

2

Ja=(%9.2)

2
e er2
il = Z ﬁ £ Z 2D — Djra) (3.94)
J

where ¢; = ¢(x;) and n; = n(x;) denote canonically conjugate (scalar) displacement, and
momenta at site j, and & = (%,,2) denotes the unit vector separating nearest neigbor atoms.

Solution First we must Fourier transform the co-ordinates and the Harmonic potential. The
potential can be re-written as

A 1
V= E(Zj:‘/i—j‘pi‘ﬁj (3.95)

where
Vie=mew) Y (0% = 0ra ~ Orsa) (3.96)

a=(.2)

The Fourier transform of this expression is

Vg = ) Vee®

R
= mw? Z (2 — 7B _ plad)
a=(3.3.2)

mwl )" 12 = cos(qia)] (3.97)

I=xy.z

so that writing Vg = m(wq)?, it follows that the normal mode frequency are given by
wq = 2w,[sin*(qya/2) + sin’(gya/2) + sin*(q-a/2)]? (3.98)

Fourier transforming the fields
1 5
9= —= D dae™*
= 2
1 i
= —— » mge'?* (3.99)
-

where q = 2,%'(1', Jjk) are the discrete momenta of a cubic crystal of volume L?, with periodic
boundary conditions, we find

mwz

H= ;l% + T“qsq(p,qJ (3.100)
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Defining the creation and annihilation operator

mow, i o mw, i
b = Uy + ——71g), blg= | —2(pqg — —7_q), 3.101
a 28 Pt g a 20 P97 gy ™) (3.101)
we reduce the Hamiltonian to its standard form
. 1
H= ; (g + ) (3.102)
where fiqg = b'qbq is the phonon number operator.
In the ground-state, nq = 0, so that the zero-point energy is
Twg d*q hwg
E, = — — 3.103
AR —V ) e 2 (CES)
where V = L. Substituting for wq, We obtain
2n/a g,
E, = v[] f Twhm” sin?(qia/2)
=130 4 =13
= Njiw,l (3.104)

where

&>
5= f 7314 sin?(uy) = 1.19 (3.105)
O<umanus<r T\

and N is the number of sites.

Remarks

o The zero point energy per unit cell of the crystal is fiw,(I3/7°), a finite number.

e Were we to take the “continuum limit”, taking the lattice separation to zero, the zero-point
energy would diverge, due to the profusion of ultraviolet modes.

3.6 Continuum Limit

In contrast to the thermodynamic limit, when we take the continuum limit we remove the discrete
character of the problem, allowing fluctuations of arbitrarily small wavelength, and hence arbitrarily
large energy. For a discrete system with periodic boundary conditions, the momentum in any one
direction can not exceed 27r/a. By taking a to zero, we remove the ultra-violet cut-off in momentum.

As a simple example, we shall consider a one-dimensional string. The important lesson that we
shall learn, is that both the discrete model, and the continuum model have the same long-wavelength
physics. Their behavior will only differ on very short distances, at high frequencies and short times.
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Figure 3.8: Illustrating a (a) discrete and a (b) continuous string. By taking the length between
units in the string to zero, maintaining the density per unit length and the tension, we arrive at the
continuum limit.

This is a very simple example of the concept of renormalization. Provided we are interested in low
energy properties, the details of the string at short-distances- whether it is discrete, or continuous
don’t matter.

Of course, in many respects, the continuum model is more satisfying and elegant. We shall see
however, that we always have to be careful in going to the continuum limit, because this introduces
quantum fluctuations on arbitrarily short length scales. These fluctuations don’t affect the low en-
ergy excitations, but they do mean that the zero-point fluctuations of the field become arbitrarily
large.

Let us start out with a discrete string, as shown in fig 3.8. For small displacements, the Hamil-
tonian for this discrete string is identical to that of the last section, as we can see by the following
argument. If a string is made up of point particles of mass m, separated by a distance a, with a
tensile force 7' acting between them, then for small transverse displacements ¢;, the link between
the j th and j + 1th particle is expanded by an amount As; = (¢; — ¢ j+1)2 /2a, raising the potential
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energy by an amount 7'As ;. The Hamiltonian is then

A noT 2
sz;v Tt 52 @i = 9js1) (3.106)

which reverts to (3.63) with the replacement T'/a — mw?.

To take the continuum limit, we let @ — 0, preserving p = m/a. In this limit, we may replace

J
2
Giz9m” ., @, (3.107)
a
Making the replacement
nila — n(xj) (3.108)
we obtain
H= f dx[z(Vx¢)2+L7r(x)2 (3.109)
2 20

On the discrete lattice, the commutation relations
[p(x)), w(x))] = ihd(x; — x;), (3.110)

where 6(x; — Xj) = a'lé,-j. In the limita — 0, 6(x; — x;) behaves as a Dirac delta function, so that in
this limit,

[¢(x), 77(y)] = ih6(x - y) (3.111)

‘We now make the jump to Fourier space, writing

é(x) = f %lpqe'ﬁ*‘e*dq'/z (3.112)

with a similar relation between 7(x) and 7. In the continuum limit, g is no longer bounded by the
cut-off 27r/a. To control the wild fluctuations that arise at high momentum we still need some kind
of cut-off, and this is why we introduce the small exponential convergence factor into the inverse
Fourier transform. Now it is just a question of repeating the same steps of the last section, but for
the continuous fields ¢, and m,. We may confirm that in the canonical commutation relation, we
must now replace {qlq") = 644 by (glg’) = 216(q — ¢'), so that

[6g, g1 = iR276(q — q') (3.113)

‘When we transform the Hamiltonian, we obtain

2
dq[mgm-q  PYy -
H= | == — g e 3.114
sz 5t bl (3.114)
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where now w, = clql, and ¢ = +/T/p is the velocity of the phonons. Notice how this has almost
exactly the same form as the the discrete lattice. Defining the creation and annihilation operator by

the relations
h "
¢y = m[aq +a' 4]

hipw,
rg = i pz"[aq—af_qj (3.115)
we find that the creation and annihilation operators satisfy
lag. 'y = 215(q - ). (3.116)
We may now rewrite the Hamiltonian as
* dq ho, .
H= I ﬁTq(aTqaq +a_ga_g)e G.117)
If we re-order the Boson operators, we obtain
= 4, 2y
- —_——
H = f 2—7qrhwq(a'qaq +275(0) E)e*'“f'/2 (3.118)

The first terms corresponds to the excitations of string, and we recognize the last term as the zero-
point energy of the string. Had we been less ambitious, and started out on a finite, but long lattice ,
the term 2 76(0) would be replaced by L, which is merely the statement that the zero-point energy

scales with the length,
Lhc

_ dq el _
Ezp = szﬂ_hclqle =0 (3.119)

is the total zero-point energy. Once we remove the momentum cut-off, the momentum sum is un-
bounded and the zero-point energy per unit length becomes infinite in the continuum limit. It often
proves convenient to remove this nasty infinity by introducing the concept of “normal ordering”.
If we take any operator A, then we denote its normal ordered count-part by the symbol : A :. The
operator : A : is the same as A, excepting that all the creation operators have been ordered to the left
of all of the annihilation operators. All commutators associated with the ordering are neglected, so
that the normal ordered Hamiltonian is

© dq
CH:= j: Ehwanqaq, (wq = clql) (3.120)
measures the excitation energy above the ground-state.

Finally, let us look at the field correlations in the continuum string. The fields in co-ordinate
space are given by

dg [ n .
B, 1) = f ﬁ 2pwq[aq(t)+a,q(z)]e“f*e-f‘q‘/z (3.121)
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where, as in the case of the Harmonic oscillator

a () = age ", a’y(1) = a,e, (3.122)
Note:

e The generalization of the “quantum string” two higher dimensions is written

fd‘lx [g(Vqﬁ)z + #n(x)z}
ihd(x - y). (3.123)

H
[¢(x), 7(»)]

Sometimes, it is useful to rescale ¢(x) — ¢(x)/ /o, m(x) — 7m(x) y/p, so that

H = % f d'x (V) +r(0)’
(6. 7G] = ihs’(x = ). (3.124)
In two dimensions, this describes a fluctuating quantum membrane.
o In particle physics, the “massive” version of the above model, written as
H= % fddx[db (—02V2 + (m?CZ)Z)(p +1°
where c is the speed of light, is called the “Klein-Gordon Hamiltonian”. In this model, the

elementary quanta have energy E, = +/(ficg)* + (mc?)?.

(3.125)

Example 5. Calculate the the equal-time ground-state correlation function

1
S = S0 - $(0))*(0). (3.126)

for a one-dimensional string.

Solution: Let us begin by rewriting
50 = OI@(0)” = p(0P(0))[0) (3.127)

where we have used translational invariance to replace the expectation value of ¢(x)? by the
expectation value of ¢(0)%>. When we expand ¢(x) and ¢(0) in terms of creation and annihilation
operators, only the terms of the form (Olaan_qr lo) = (Ol[ay, aT_qr]Io> = (2n1)6(qg—q’) will survive.
Let us write this out explicitly:

dqdq’ h

SN = 202 mwuaq +a'_glla_y +a' 10y — 1)ee
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n dﬁe-\q\e(l - e"q*)
2c ) 2n lal

1 2 2
- (ﬁ) Lin(EEE )} (3.128)
pc) | 4n €
where to obtain the last step, we first calculate
ds h “ d ; n 1
L m f ot - Im—— (3.129)
dx pc h T 2npc €—ix

and then integrate the answer on x, noting that §(0) = 0.

Remarks

e Note that at small distances the fluctuations in the string displacement grow as In(|x|).
This is because the number of short-wavelength fluctuations is unbounded.

e Note also that we could have obtained this result by working with a discrete string, and
taking a — 0 at the end of the calculation. Had we done this, we would have found that

S(x) = % Zq:(l :u:iqx)

which has the same long-wavelength behavior.

(3.130)

e Had we repeated this calculation in D dimensions, the integral over ¢ becomes a d-
dimensional integral. In this case,

1 - e 1
s~ [ 52 2
-~ [ VIR

In higher dimensions, the phase space for number of short-wavelength fluctuations grows
as ¢P, which leads to stronger fluctuations at short-distances.

(3.131)

3.7 Exercises

1. Consdier the orthogonality relation in equation (3.67)

1 .
DKl any = = ek =, (3.132)
. _

Ny 7

where g, = n%, g = n2 = nZ= are the discrete wavevectors, N, = L/a is the number of sites in the

chain and a is the lattice spacing. By substituting R; = ja and treating this expression as a geometric
series, show that

= Oum

. 1 o 1 sin[a(n —m)]
- L i(gn—qm)R; — _— SRR T L
Z<q,n\]><1|qn> =¥ Ze N S E G m]
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thereby proving orthogonality.

2. For the Harmonic oscillator H = fiw[ata + %], we know that

R 1
() = nw) = 22— (3.133)
where 8 = 1/(kzT) and 72 = a'a is the number operator. In the ground-state, using the equations
of motion for the creation and annihilation operators, we showed that the zero-point fluctuations in
position were described by the correlation function

l({x(t), x(0)}) = i Ccos wi. (3.134)
2 2mw

Generalize this result to finite temperatures. You should find that there are two terms in the correlation
function. Please give them a physical interpretation.

3. (a) Show that if a is a canonical bose operator, the canonical transformation

b =
b =

ua +va',

ua® +va, (3.135)

(where u and v are real), preserves the canonical commutation relations, provided u?> —v?> = 1.

(b) Using the results of (a), diagonalize the Hamiltonian

B 1 1 B
H=uw('a+ 5) + EA(a*a’ +aa), (3.136)
by transforming it into the form H = &(b'b + %). Find @, u and v in terms of w and A. What happens
when A = w?

(c) The Hamiltonian in (b) has a boson pairing term. Show that the ground-state of H can be written
as coherent condensate of paired bosons, given by

[0) = e~ 7(0).
Calculate the value of @ in terms of u and v. (Hint: |0) is the vacuum for b, i.e b|0) = (ua +va"H)|0) = 0.

Calculate the commutator of [a, e**'*'] by expanding the exponential as a power series. Find a value
of a that guarantees that b annihilates the vacuum [0). )

4. (Harder) Find the classical normal mode frequencies and normal co-ordinates for the one dimensional

chain with Hamiltonian
Pk
H= L (pj—d) 3.137
Z[ij+2<¢, $i1) (3.137)

where at even sites m; = m and at odd sites myj,; = M. Please sketch the dispersion curves.
(ii) What is the gap in the excitation spectrum?

(iii)Write the diagonalized Hamiltonian in second quantized form and discuss how you might arrive at
your final answer. You will now need two types of creation operator.
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5. (Harder) According to the “Lindeman” criterion, a crystal melts when the rms displacement of its

atoms exceeds a third of the average separation of the atoms. Consider a three dimensional crystal
. . . . . 2, 2 2
with separation a, atoms of mass m and a nearest neigbor quadratic interaction V = %(CDR — Dgia)’.

(i) Estimate the amplitude of zero point fluctuations using the uncertainty principle, to show that if

h
—— >

> (3.138)
mwa

where . is a dimensionless number of order one, the crystal will be unstable, even at absolute zero,
and will melt due to zero-point fluctuations. (Hint... what would the answer be for a simple harmonic
oscillator?)

(ii) Calculate £. in the above model. If you like, to start out, imagine that the atoms only move in one
direction, so that @ is a scalar displacement at the site with equilibrium position R. Calculate the rms
zero-point displacement of an atom \f(O\CI)(x)ZIO). Now generalize your result to take account of the
fluctuations in three orthogonal directions.

(iii)Suppose hiw/kp = 300K, and the atom is a Helium atom. Assuming that w is independent of
atom separation a, estimate the critical atomic separation a,. at which the solid becomes unstable to
quantum fluctuations. Note that in practice w is dependent on «, and rises rapidly at short distances,
with w ~ a™®, where @ > 2. Is the solid stable for a < a, or for a > a.?

. (Harder) Find the transformation that diagonalizes the Hamiltonian

H= Z {11(@'in1ai + He) + Ja(@'iiats + Hoe)) (3.139)
J

where the ith site is located at R; = aj. You may find it helpful to (i) transform to momentum
space, writing a; = ﬁ 2q ¢"“MRiq, and (ii) carrying out a canonical transformation of the form b, =
ugay + vq(f_q, where u2 —v? = 1. What happens when J, = J,?

. (Harder) This problem sketches the proof that the displacement of the quantum Harmonic oscillator,
originally in its ground-state (in the distant past), is given by

(x(®) = f ) R(t = 1) f(¢)dr', (3.140)
0

where

Rit-1)= %(0\[)((1), x(#)]110) (3.141)

is the “response function” and x(¢) is the position operator in the Heisenberg representation of Hy. A
more detailed discussion can be found in chapter 10.

An applied force f(r) introduces an additional forcing term to the harmonic oscillator Hamiltonian

H() = Hy+ V() = Ay — f(D3, (3.142)
where Hy = hw(a’a + %) is the unperturbed Hamiltonian. To compute the displacement of the Har-
monic oscillator, it is convenient to work in the “interaction representation”, which is the Heisenberg
representation for Hy. In this representation, the time-evolution of the wavefunction is due to the force
term. The wavefunction of the harmonic oscillator in the interation representation |i/,(7)) is related to
the Schrodinger state |/ (¢)) by the relation [y (1)) = !/ |y (1)).
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(a) By using the equation of motion for the Schrodinger state iid;[/s (1)) = (Ho + V(1))|rs (1)), show
that the time evolution of the wavefunction in the interaction representation is
hd (1)) = Vil (1)) = = fOXOW1(1)), (3.143)

where V;(t) = e0!/"{/(r)e~iHo!/h = _x(r) f(7) is the force term in the interaction representation.

(b) Show that if |y(¢)) = |0) at = —oco, then the leading order solution to the above equation of

motion is then

P
1) =10) + %f dr’ f(iH5HN0) + O(f), (3.144)

so that

Wi(@0)] = (0] - %f dr' f()OIW) + O(f). (3.145)

(c) Using the results just derived expand the expectation value (¢;(7)|x(7)|y;(#)) to linear order in f,
obtaining the above cited result.
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Chapter 4

Conserved Particles

The method we have just examined is fine for “collective excitations” of a medium, but it does
not make it self-evident how we should proceed for systems of conserved particles, such as a gas
of Helium-4 atoms, or an electron gas inside a metal. Now we shall return to discuss conserved
particles.

First quantized quantum mechanics can deal with many body physics, through the introduction
of a many particle wavefunction. This is the approach favored in fields such as quantum chemistry,
where the number of electrons is large, but not macroscopic. The quantum chemistry approach
revolves around the many-body wavefunction. For N particles, this a function of 3N variables and
N spins. The Hamiltonian is then an operator expressed in terms of these co-ordinates:

vo— Ylx,x.. X D)

12 1
H — Z[—ﬂv§+U(x,)]+EZV(x[—x,) @.1)
J

i<j

With a few famous exceptions this method is cumbersome, and ill-suited to macroscopically large
systems. The most notable exceptions occur in low dimensional problems, where wavefunctions of
macroscopically large ensembles of interacting particles have been obtained. Examples include

e Bethe Ansatz solutions to interacting one dimensional, and impurity problems|1, 2, 3, 4].

e Laughlin’s wavefunction for interacting electrons in high magnetic fields, at commensurate
filling factors[5, 6].

Second-quantization provides a general way of approaching many body systems in which the wave-
function plays a minor role. As we mentioned in chapter 3, the essence of second-quantization is
a process of raising the Schrodinger wavefunction to the level of an operator which satisfies cer-
tain “canonical commutation” or “canonical anticommutation” algebras”. In first quantized physics
physical properties of a quantum particle, such as its density, Kinetic energy, potential energy can
be expressed in terms of the one-particle wavefunction. Second quantization elevates each of these
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quantities to the status of an operator by replacing the one-particle wavefuncion by its corresponding
field operator:

Y(x, 1) e W(x,1)
one particle wavefunction Field operator 2nd Quantization @2
oW". ) R L AN)

For example, Born’s famous expression for the one-particle (probability) density becems an operator
as follows:

p(x) = W) — plx) = & (d(x), 43)

so that the potential energy associated with an external potential is
V= f dxUx)p(x). (4.4)
Similarly, the Kinetic energy in first-quantization
3 7
Ty, ¢l = fd " (x) [—%V }w(X) (4.5)

becomes the operator

T= fd%a?rt(x)

K .
——Nﬂwn. (4.6)
2m

Finally
37T h22 1 3.3 IN . ACNAC N L
H = fd X' (x) ——sz + U(x) | y(x) + 3 fd xd’x'V(x—x") : p(x)p(x’) : “4.7)

is the complete many-body Hamiltonian in second-quantized form. Here V(x —x’) is the interaction
potential between the particles, and the symbol “:” reflects the fact that order of the operators counts.

:...:" is the normal ordering operator denotes that all creation operators between the two colons
must be ordered to lie to the left of all destruction operators.

4.1 Commutation and Anticommutation Algebras

In 1928, Jordan and Wigner[7] proposed that the microscopic field operators describing identical
particles divide up into two types. These are axioms of quantum field theory. For identical bosons,
field operators satisfy a commutation algebra, whereas for Fermions, the field operators satisfy an
anticommutation algebra. Since we will be dealing with many of their properties in parallel, it useful
to introduce a unified notation for commutators and anticommutators as follows

{a,b} = ab+ba=la,bl,,
[a, b] ab — ba = [a,b]_ , (4.8)
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so that
[a,b)s = ab + ba. 4.9)
We shall adopt the +/— subscript notation in this chapter, while we are discussing both fermions
and bosons together.
The algebra of field operators is then

(), v@l: = W' (D] = 0

Fermions/ Bosons (4.10)

w(D).yf ). 5(1-2)

When spin is involved, 1 = (x1,07) and 6(1 = 2) = 6P (x| = x2)5,0,. We shall motivate these
axioms in two ways: (i) by showing, in the case of Bosons, that they are a natural result of trying
to quantize the one-particle wavefunction. ; (ii) by showing that they lead to the first quantized
formulation of many-body physics, naturally building the particle exchange statistics into the math-
ematical framework.

Table 5.1 summarizes the main points of second-quantization that we shall now discuss in detail.

4.1.1 Heuristic Derivation for Bosons

The name second-quantization derives from the notion that many body physics can be obtained
by quantizing the one-particle wavefunction. Philosophically, this is very tricky, for surely, the
wavefunction is already a quantum object? Let us imagine however, a thought experiment, when
we prepare a huge number of non-interacting particles, prepared in such a way that they are all in
precisely the same quantum state. The feasibility of this does not worry us here, but note that it can
actually be done for a large ensemble of bosons, by condensing them into a single quantum state.
In this circumstance, every single particle lies in the same one-particle state. If we time evolve the
system we can begin to think of the single-particle wavefunction as if it is a classical variable.

Let us briefly recall one-particle quantum mechanics. If the particle is in a state |y), then we can
always expand the state in terms of a complete basis {|n)}, as follows:

Yn(t)
W) = DIy = > I @.11)

so that |,()]> = p.(f) gives the probability of being in state n. Now applying Schrodinger’s equa-
tion, Aly) = ihd, ) gives

() = (nlHm)(1)
) = = mlHI;0) (4.12)
Now if we write the ground-state energy as a functional of the b,,(¢), we get
H,y") = (H) = Z Wn(mlHln) (4.13)
57

bk . pdf

Chapter 4.

©Piers Coleman 2011

June 28, 2011

Table. 5.1. First and Second Quantization treatment of conserved particles.

First Quantization

Second Quantization

Wavefn — Field

Operator Y = ) v
Commutator [x,p]l = iRk [ (), 4 ()5 = 6P(x = )
Density p(x) = WP ) = T 0d(x)
Arbitrary Basis Y = (Aly) 0

Change of Basis

By = XS

ag = Z/l<§‘/l>(?//l

Orthogonality Ay =60 W als = o
One ptcle Energy % +U L @T(x)(_% + U(x))&(x)
Interaction Sicj V(xi - x)) V=3[ V=) pp) :
= 1 V@t aqe gk
vl;giguﬁ:szn Flxr, . ow) (Ol(x1) - .. P (xw)I0)
Schrodinger Eqn (SH+ L Vij) ¥ = in¥ [HO + [, pHV( = 0)](x) = if(x)

we see that the equations of motion can be written in Hamiltonian form

so we can identify

_ OHW.Y) (£ _37H)

= Tiogn, =%

_ _OHW.y") . oH

= = Ctp==5 4.14)
W, lhw;} = {qm pn} (4.15)

as the canonical position and momentum co-ordinates.

But suppose we don’t have a macroscopic number of particles in a single state. In this case, the
amplitudes () are expected to undergo quantum fluctuations. Let us examine what happens if we
“second-quantize” these variables, making the replacement

29

[gns Pm] = IS = iYW, ¢ ] (4.16)
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or
[yl = [l//-{-n’ '//Tm] =0,
(4.17)
[Yn¥'m]l = Oum
n terms of these operators, our second quantized Hamiltonian becomes
H =" il Hll) 4.18)
m,l
If we now use this to calculate the time-evolution of the quantum fields we obtain
—Omjth
~ N
=ihdy; = (A, wil = ) mlHI [ v )) (4.19)
m,l
Eliminating the sum over m, we obtain
—ihdy = = Y GIHI
=o'y = (w1 = ) wtH, (4.20)
[

where the complex conjugated expression gives the time evolution of ¢';. Remarkably, the equa-
tions of motion of the operators match the time evolution of the one-particle amplitudes. But now
we have operators, we have all the new physics associated with quantum fluctuations of the particle
fields.

4.2 What about Fermions?

Remarkably, as Jordan and Wigner first realized, we recover precisely the same time-evolution
if second-quantize the operators using anticommutators[7], rather than commutators, and it this
is what gives rise to fermions and the exclusion principle. But for fermions, we can not offer a
heurtistic argument, because they don’t condense: as far as we know, there is no situation in which
individual fermi field operators behave semi-classically. although of course, in a superconductor,
pairs of fermions that behave semi-classically.

In fact, all of the operations we carried out above work equally well with either canonical com-
mutation or canonical anticomutation relations:

[%,'bm]t = [aname]i =0,
21
[¥n, w+m]i = Omm
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where the + refers to fermions/bosons respectively.
To evaluate the equation of motion of the field operators, we need to know the commutator
[H,y,]. Using the relation

ab, c] = alb, cls F [a,c]b (4.22)
we may verify that
0 ~Omj
—_—— T
Wi vl = W albndle W mile i
= *6mjl//l (4.23)
so that
—Om ¥t
N —_—~
—ihdy = A, vl = ) D [ )
m,l
= = > HIDY “24)
1

independently of whether we use an anticommuting, or commuting algebra.
Let us now go on, and look at some general properties of second-quantized operators that hold
for both bosons and fermions.

4.3 Field operators in different bases

Let us first check that our results don’t depend on the one-particle basis we use. To do this, we
must confirm that the commutation or anticommutation algebra of bosons or fermions is basis in-
dependent. Suppose we have two bases of one-particle states: the {|r)} basis, and a new {|5)} basis,

where
W= 10w, = ) Dy (4.25)

where (3|y) = ag, (rly) = . Introducing the completeness relation 1 = Y}, |[r){r| into the first

expression, we obtain

ag Us
Glyy = D Gin) Gl (4.26)

=
If this is how the one-particle states transform between the two bases, then we must use the same
unitary transformation to relate the field operators that destroy particles in the two bases

as =y (Sind, @27
=
The commutation algebra of the new operators is now
Oim
. [ tasn SN
[ag,a’ple = Y GID [0, 0 ) Omlp) (428)
Lm
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This is just the pre- and post-multiplication of a unit operator by the unitary matrix Uy = (3|/) and
its conjugate U “,,,,, = (m|p). The final result, is unity, as expected:

[a5,a"1e = ) GIIB) = GIP) = 6 (4.29)

In other words, the canonical commutation algebra is preserved by unitary transformations of basis.
A basis of particular importance, is the position basis. The one-particle wavefunction can always
be decomposed in a discrete basis, as follows

Y(x) = (Hly(0)) = Z(Jdn)% (4.30)

where (x|n) = ¢,(x) is the wavefunction of the nth state. We now define the corresponding destruc-
tion operator

P = ) ()i 431)

which defines the field operator in real space. Using completeness of the one-particle eigenstates
1= f dPx|x)(x|, we can expand the orthogonality relation 8, = (nlm) as

1= dPxlx)x|

0
Om = (1 L im)= deX(nIXXXIm)-

By integrating (4.31) over x with (n|x), we can then invert this equation to obtain

Y = f dPx(nlxy(x), 'l = f dPxy (x)(xln) 432

You can see by now, that so far as transformation laws are concerned, ¢, ~ (n| and Y(x) ~ (x|
transforms like “bra” vectors, whilst their conjugates transform like “kets”.

By moving to a real-space representation, we have traded in a discrete basis, for a continuous
basis. The corresponding “unit” operator appearing in the commutation algebra now becomes a
delta-function.

Oum

———
D alnmly) W, 'l

nm

D ) aly) = (aly)

= &-y) (4.33)

(), ¥ ()]

where we have assumed a three-dimensional system.
Another basis of importance, is the basis provided by the one-particle energy eigenstates. In this
basis ([|H|m) = E;0j», so the Hamiltonian becomes diagonal

H= Z Ent iy = Z Eqfy (4.34)
7
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The Hamiltonian of the non-interacting many-body system thus divides up into a set of individual
components, each one describing the energy associated with the occupancy of a given one-particle
eigenstate. The eigenstates of the many-body Hamiltonian are thus labelled by the occupancy of the
Ith one-particle state. Of course, in a real-space basis the Hamiltonian becomes more complicated.
Formally, if we transform this back to the real-space basis, we find that

H= f dP xd® X'y (X)X H X W (x') (4.35)
For free particles in space, the one-particle Hamiltonian is
h2
(x|H|x') =[ - —V+ U(x)]JD(x -x) (4.36)
2m
so that the Hamiltonian becomes
h2
H= f d“xw(x)[ - 2—V2 + U(x)]w(x) (437)
m

which despite its formidable appearance, is just a a transformed version of the diagonalized Hamil-
tonian (4.34).

Example 4.1: By integrating by parts, taking care with the treatment of surface terms, show
that the second quantized expression Hamiltonian (4.37) can be re-written in the form

hz
H= f de(ﬂw.p(x)P + U(x)ln//(x)lz), (4.38)

where we have taken a notational liberty common in field theory, denoting [Vi/(x)|> = ﬁw*(x) o
V() and () = v ().

Solution: Let us concentrate on the kinetic energy term in the Hamiltonian, writing H = 7+ U,
where

72
T= f dPxyt(x) (——vz) W(x). (4.39)
2m
Integrating this term by parts we can split it into a “bulk” and a “surface” term, as follows:

Ts
e e
L Bl obs (g
T=—— | d°xVy'(x) - Vy(x)+ — | d”xV- (w (x)Vn//(x)). (4.40)
2m 2m
Using the divergence theorem, we can rewrite the total derivative as a surface integral
n? 5
Ts =5 f ds - (v () Vu() 441)
m

Now it is tempting to just drop this term as a surface term that “vanishes at infinity”. However,
here we are dealing with operators, so this brash step requires a little contemplation before we
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take it for granted. One way to deal with this term is to use periodic boundary conditions. In
this case there really are no boundaries, or more strictly speaking, opposite boundaries cancel
( fR ds + fL dS = 0), so the surface term is zero. But suppose we had used hard wall boundary
conditions, what then?

Well, in this case, we can decompose the field operators in terms of the one-particle eigenstates
of the cavity. Remembering that under change of bases, ¥/(x) ~ (x| and ' (x) ~ |x) behave as
bras and kets respectively, we write

(%) ()
—_ . —_—
p@ =3 G g, =Y uh
" "
Substituting these expressions into 7s (4.41), the surface term becomes

Ty = 3

nm

2
= —;71 f dS - ¢ ()Vu(x) (442)

=0 so that T = 0.

Thus whether we use hard-wall or periodic boundary conditions, we can drop the surface con-
tribution to the Kinetic energy in (4.40), enabling us to write

hz D 2
T=o- f "y o)l
2m

and when we add in the potential term, we obtain (4.38).

Provided ¢,(x) = 0 on the surface, it follows that the matrix elements 3,

44 Fields as particle creation and annihilation operators.

By analogy with collective fields, we now interpret the quantity 7i; = ' as the number number
operator, counting the number of particles in the one-particle state /. The total particle number
operator is then

N= vl 443)
1
Using relation (4.22), it is easy to verify that for both fermions and bosons,
Vol = [l =~ N7 =Tyl = 9" (4.44)

In other words, Nyf; = n//T,(N + 1) so that 7, adds a particle to state /. Similarly, since Nw/ =
UiV = 1), ¢y destroys a particle from state /.
There is however a vital and essential difference between bosons and fermions. For bosons, the
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number of particles n; in the Ith state is unbounded, but for fermions, since

& 1 . .
Wil =W ut =0 (4.45)

the amplitude to add more than one particle to a given state is always zero. We can never add more
than one particle to a given state: in otherwords, the exclusion principle follows from the algebra!
The occupation number bases for bosons and fermions are given by

mmymy = T14EE0), (n,=0,1,2...) bosons
(4.46)
Inmo...ony)y = @) @HMO), (=01 fermions
A specific example for fermions, is
123456 + + + +
[101101) = ¢ 6 ath 39" 110) (4.47)

which contains particles in the 1st, 3rd, 4th and 6th one-particle states. Notice how the order in
which we add the particles affects the sign of the wavefunction, so exchanging particles 4 and 6
gives

ottt SR S AT
Ylay' el 3110y = =y ley 4y "39"110) = = 101101) (4.48)
By contrast, a bosonic state is symmetric, for example
| 805241) N L D) (4.49)
=———Y'6's 4 3 1 :
V4121518!
To get further insight, let us transform the number operator to a real-space basis by writing
5P (x-y)
A + ———
N o= f dPxd®y Y ' () DY) () (4.50)
]
so that
W= f dPxy" (u(x) (51)
From this expression, we are immediately led to identify
PO = v (DY) (452)

as the density operator. Furthermore, since

[P0, ()] = FIY' (), WO £ Y () = =67 (x = YY) (4.53)

we can we can identify y(x) as the operator which annihilates a particle at x.
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Example 4.2: Using the result (4.53) that if

Ng = f &yp(F)
yeR

(4.54)
measures the number of particles in some region R, that
9 _ ] v, (xeR)
[Ng, ¥ (x)] = { 0 (x¢R) (4.55)

By localizing region R around x, use this to prove that (x;) annihilates a particle at position
X0

Solution: By directly commuting Ng with ¢/(x), we obtain

R - R)
g, _ ). __ P _) v, (xe
[Ng, ¥(x)] \LJP(}) Y(x)] IER (x =) { 0 (x¢R
Suppose |ng) is a state with a definite number ng of particles inside R. If the region R is centered
around xo, then it follows that

Ny (xo)lng) = y(x0)(Ng — Dlng) = (ng — Dp(xo)lng)

contains one less particle. In this way, we see that ¢/(x) annihilates a particle from inside region
R, no matter how small that region is made, proving that (x) annihilates a particle at position
Xo.

Example 4.3: Suppose b; destroys a boson in a cubic box of side length L,where § = %"(i, k)
is the momentum of the boson. Express the field operators in real space, and show they satisfy
canonical commutation relations. Write down the Hamiltonian in both bases.

Solution The field operators in momentum space satisfy [b7,b'3] = 67 We may expand the
field operator in real space as follows

() = Y (Adby (4.56)
q
Now q
() = mew (4.57)

is the one-particle wavefunction of a boson with momentum §. Calculating the commutator
between the fields in real space, we obtain

Og
—_——
W@ D = Y @KTD bgb's] = D (AN
44 q
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1 i
= 30,01 =0, (4.58)
q
The last two steps could have been carried out by noting that ¥, lg)gl = 1, so that
W@, ¥ @] = (aly) = 8 - ).
The Hamiltonian for the bosons in a box is
2
Hs - f d*x (VP (x) (4.59)
‘We now Fourier transform this, writing
o 1 _idq
y'(x) = on Ze "“b‘\‘1
q
1 2
V2(x) = —— Z ¢ "b, (4.60)
q
Substituting into the Hamiltonian, we obtain
35,y
1 )
H = 5 D eabyby fd%c 1IN =3 ey by, @61)
a.q q
where -
g
== 4.62
& ( m ) (4.62)

28, 2011

is the one-particle energy.

4.5 The vacuum and the many body wavefunction

‘We are now in a position to build up the many-body wavefunction. Once again, of fundamental
importance here, is the notion of the vacuum, the unique state [0) which is annihilated by all field
operators. If we work in the position basis, we can add a particle at site x to make the one-particle
state

k) = ' ([0, (4.63)
Notice that the overlap between two one-particle states is
(') = Ol )y (x)I0). (4.64)

By using the (anti) commutation algebra to move the creation operator in the above expression to
the right-hand side, where it annihilates the vacuum, we obtain

D (x-x")

r_/*_
Oy (x)[0) = Ol[Y(x), ¥ (¥)].10) = 6P (x - X). (4.65)
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We can equally well add many particles, forming the N-particle state:

R L A OB CE AR (V) (4.66)
Now the corresponding “bra” state is given by
(Xl = O GeY () . . Y(xn) (4.67)

The wavefunction of the N-particle state V' is the overlap with this state

W(xi, x2,. .. xn) = {x1, %2 .. v ) = O () (x2) . .. (xw)|'P) (4.68)

The commutation/anticommutation algebra guarantees that the symmetry of this wavefunction un-
der particle exchange is positive for bosons, and negative for fermions, so that if we permute the
particles, (12...N) — (P1Py...Py)

Ol (xp )r(xp,) .. pxp W) = GEDPOW (kw2 . (eI ¥) (4.69)

where P is the number of pairwise permutations involved in making the permutation. Notice that for
fermions, this hard-wires the Pauli Exclusion principle into the formalism, and guarantees a node in
the wavefunction when any two particle co-ordinates are the same.

Example Two spinless fermions are added to a cubic box with sides of length L, in momentum
states k; and k,, forming the state

) = ki, k) = i [0) (4.70)
Calculate the two-particle wavefunction

W(xi, x2) = (x1, x2|¥) (4.71)

Solution Written out explicitly, the wavefunction is
(1, %) = Ol Oe)Y(2)e ¢k 10) (4.72)

To evaluate this quantity, we commute the two destruction operators to the right, until they
annihilate the vacuum. Each time a destruction operator passes a creation operator, we generate
a “contraction” term

5 (x-y)
= .
{y(x), ) = fd3y{l//(X), W NyIK) = (xlk) = L7326 (4.73)
Carrying out this procedure, we generate a sum of pairwise contractions, as follows:

O xY(x)c T [0) = Call) (k) — (i Ka)(xalk))
S ei(kl‘xﬁkz'x\)]
L3
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4.6 Interactions

Second-quantization is easily extended to incorporate interactions. Classically, the interaction po-
tential energy between particles is given by

V= % fd3xd3x'V(x = xXp(x)p(x") (4.74)

so we might expect that the corresponding second-quantized expression is
% f Pxd® X' V(x = XPpx’) 4.75)
This is wrong, because we have not been careful about the ordering of operators. Were we to use

(4.75), then a one-particle state would interact with itself! We require that the action of the potential
on the vacuum, or a one-particle state, gives zero

VIoy=V|x)=0 (4.76)

To guarantee this, we need to be careful that we “normal-order” the field operators, by permuting
them so that all destruction operators are on the right-hand-side. All additional terms that are gener-
ated by permuting the operators are dropperd, but the signs associated with the permutation process
are preserved. We denote the normal ordering process by two semi-colons. Thus

G AGTOR
Ty O O @wG) =t G Ou ) - @77

1 p()p(y) :

and the correct expression for the interaction potential is then

Vo= %f Pxd V=) : pope)
1
= 3 f Pxd®x'V(x = X Wro Wor W (Yo (y) 4.78)

where we have written a more general expression for fields with spin.

Example. Show that the action of the operator V on the many body state |x;, ... xy) is given
by
Vixy, x2, ... xn) = Z V(xi = xplx1, X2, ... xn) 4.79)

i<j

Solution: To prove this, we first prove the intermediate result

[waw1=fﬁ%vu—qum@y (4.80)

68

34



©2011 Piers Coleman

Chapter 4.

This result can be obtained by expanding out the commutator as follows:

S(—)(y )£~ ()
1 . ——
3 [ vomywiow o) weuevwl

vy
ATV
N PP _—
Y'@7 | Vr-y (') = 3 VO =0y 0y ()¢ ()
Y y

VA

= f V=9 (p0). “381)
y
where the lower sign choice is for fermions.
‘We now calculate
Vix, gy = V' Goy) 7 ()[0) (4382)

by commuting V successively to the right until it annihilates with the vacuum. At each stage,
we generate a “remainder term”. When we commute it past the the “jth” creation operator we
obtain

Am ~
Pl (an)... Voi(a) ... o7 (@)|0) = vl (an) ... 9T @)V .. 9l (@1)I0) + R; (483)

where the remainder is
R, = f P ) VO = )0 (5)p0) . (x)I0) (4:84)

Next, using p)¢'(x;) = ¢ (x)p(y) + &' (x)8(y — x;), we commute the density operator to the
right until it annihilates the vacuum. The remainder terms generated by this process are then

J-1
D VG =2t ) 0 0) ) )io)

R; =
i=1
j-1
= V0= xlxi, X xw) (4.85)
i=1
Our final answer is the sum of the remainders R ;:
Wi @) = YR
=
= > V0= x)lx, X xw) (4.86)
i<j

In otherwords, the state |x; ...xy) is an eigenstate of the interaction operator, with eigenvalue
given by the classical interaction potential energy.

To get another insight into the interaction, we shall now rewrite it in the momentum basis. This
is very useful in translationally invariant systems, where momentum is conserved in collisions. Let
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us imagine we are treating fermions, with spin. The transformation to a momentum basis is then
‘Writing

Yolx) = > UxK)eks = f crre ™
M k

Uor) = 3 e tkix) = f e (4.87)
M k

where {cko, ¢ o) = (21)363(k — K')8,0 are canonical fermion operators and we have used the
short-hand notation

&k
= | —. 4.88
fk f @ny @59
‘We shall also Fourier transform the interaction
Vix-x)= f V(Q)e' ™), (4.89)
q

When we substitute these expressions into the interaction, we need to regroup the Fourier terms so
that the momentum integrals are on the outside, and the spatial integrals are on the inside. Doing
this, we obtain

~ 1 &
V== Zf V(Q) X ¢, kyov Chyo iy X spatial integrals (4.90)
2 oo VKi23a
where the spatial integrals take the form
f P SRR OX 0N = 0053 (ky — Ky — )6 (ks ~ ko +q) 91

which impose momentum conservation at each scattering event. Using the spatial integrals to elim-
inate the integrals over k3 and kg4, the final result is

1 d*q .
V== Viq)c' Mo a0 Cloo
) ; »fkm,q (2”)3 (q)c k1 +qoC ky—qo’ Ckyo” Ckyo

(4.92)

In other words, when the particles scatter at positions x and x’, momentum is conserved. Particle
1 comes in with momentum k;, and transfers momentum q to particle 2. Particle 2 comes in with
momentum Ky, and thereby gains momentum q:

particle 1 k;
particle 2 k;

— ki+q

- keq (4.93)

as illustrated in Fig. 4.1. The matrix element associated with this scattering process is merely the

Fourier transform of the potential V(q).
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k1+q,0

Figure 4.1: Scattering of two particles, showing transfer of momentum. q.

Example 4.4: Particles interact via a delta-function interaction V(x) = Ua®§®(x). Write down
the second-quantized interaction in a momentum space representation.

Solution: The Fourier transform of the interaction is

V(g) = f &xUC (e = Ua® (“4.94)
so the interaction in momentum space is
N Ua® d’q 0
= 2 T e w 'Tk,—qrrC ky+qo” Cky0 Ck o0 (4.95)
Example 4.5: A set of fermions interact via a screened Coulomb (Yukawa) potential
Aot
vir) = 22 (4.96)
Write down the interaction in momentum space.
Solution: The interaction in momentum space is given by
y=1 2. f Pq V(@) k, 1q0¢ ko7 Chaor (4.97)
=3 Zi i @y Q)C k1 +qoC ka—qo” Ckoo” Ckyjor .
where
At
Vi) = f d%%a“ﬂ (4.98)
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To carry out this integral, we use Polar co-ordinates with the z-axis aligned along the direction
. Writing q - X = gr cos 6, then d>x = r?dpd cos @ — 2rr>d cos 6, so that

1! ]
V(q) = f Anr?drV(r) 5 f d cos e eos? (4.99)
SR
(erinx)=tnar
so that for an arbitrary spherically symmetric potential
Vig) = f 4ﬂr2drV(r)(M) (4.100)
0 qr
In this case,
AnA (7 4rA
Vig) = Tfo dre”" sin(qr) = m, (4.101)
Notice that the Coulomb interaction,
2
V(r) (4.102)

4reyr’

is the infinite range limit of the Yukawa potential, with 1 = 0, A = ¢?/4ne,, so that for the
Coulomb interaction,

2

e
Vig) = ——.
q9°€

(4.103)

Example 4.6: If one transforms to a new one particle basis, writing ¢/(x) = 3}, ®(x)c,, show
that the interaction becomes

o1
V=3 Z 1t eney(imlVipn) (4.104)
Imnp
where
(Im|Vipny = f O} ()0, (D, (XD, (I (x - x') (4.105)
xx

is the matrix element of the interaction between the two particle states |/m) and |pn).

4.7 Equivalence with the Many Body Schroedinger Equation
In this section, we establish that our second-quantized version of the many body Hamiltonian is
indeed equivalent to the many-body Schroedinger equation. Let us start with the Hamiltonian for

an interacting gas of charged particles,
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H, v

L RPV? 1
=Y f Uol |-+ U o0+ 5 Y f V=2 pepe) s (4106)

where L = fd3x, and by convention, we work in the Grand Canonical ensemble, subtracting the
term uN from the Schrodinger Hamiltonian Hg, H = Hg — uN. For a Coulomb interaction

&2
Vix-x)= ——— (4.107)
dre,|x — x|

but the interaction might take other forms, such as the hard-core interaction between neutral atoms
in liquid He-3 and He-4.

The equation of motion of the field operator is
W

—Z = —[H, Y] (4.108)

ih ot

Using the relations

o (0wt (X)), Y (1)] 858 (x = X)Ofr (),
oGP Yo ()]s = 1 [p(x), Yo (D)]p(x2) : + 1 p(x)[p(x2), Yo (X)] ©
= —6(x - Dp)We(x) — 67 (x2 — D)P(r Y (x)

we can see that the comutators of the one- and two-particle parts of the Hamiltonian with the field
operator are

h2v?2
~Ho o] =[5 4 U - et

~[Vie()] = f XV = )p(X W (x) (4.109)

The final equation of motion of the field operator thus resembles a one-particle Schrodinger equa-
tion.

O 1?v?
e LBV py —ﬂ]%(x) + f PxVO = )p( Wi (x) (4.110)
ot 2m
If we now apply this to the many body wavefunction, we obtain
_09(1,2,...N) . N(r)
ih P ih Z O == N

r=I,N
v
J
Ej [_W +U(xj) —u|¥
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Y f PXVE = x)OWD) . p W () (N
J

By commuting the density operator to the left, until it annihilates with the vacuum, we find that
Ol(D) ... oW (x)) . (N)F) = Z S = x)Ol(1) .. Y(N)|P) (4.111)

<

so that the final expression for the time evolution of the many body wavefunction is precisely the
same as we obtain in a first quantized approach.

2H+ Vi

J I<j

g
ih— =

- ¥ (4.112)

Our second-quantized approach has the advantage that it builds in the exchange statistics, and it
does not need to make an explicit reference to the many body wavefunction.

4.8 Identical Conserved Particles in Thermal Equilibrium

4.8.1 Generalities

By quantizing the particle field, we have been led to a version of quantum mechanics with a vastly
expanded Hilbert space which includes the vacuum and all possible states with an arbitrary number
of particles. An exactly parallel development occurs in statistical thermodynamics, in making the
passage from a canonical, to a grand canonical ensemble, where systems are considered to be in
equilibrium with a heat and particle bath. Not surprisingly then, second quantization provides a
beautiful way of treating a grand canonical ensemble of identical particles.

When we come to treat conserved particles in thermal equilibrium, we have to take into the
account the conservation of two independent quantities

e Energy. E
e Particle number. N

Statistical mechanics usually begins with an ensemble of identical systems of definite particle num-
ber and energy E and N respectively. (More precisely, particle number and energy lying in the
narrow ranges [N, N + dN] and [E, E + dE], respectively). Such an ensemble is called a “mi-
crocanonical ensemble”. This is a confusing name, because it suggests something “small”, yet
typically, a microcanonical ensemble is an ensemble of identical, macroscopic systems that play
the role of a heat bath[8, 9, 10, 11]. The ergodic hypothesis of statistical mechanics assumes that
in such an ensemble, all accesible quantum states within this narrow band of allowed energies and
particle number are equally probable (“equal a priori probability”).

Now suppose we divide the system into two parts - a vast “heat bath” and a tiny sub-system,
exchanging energy and particles, as shown in Fig. 4.2 until they reach a state of thermal equilibrium.
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W(E — Ex,N — N»)dEdN

Heat/Particle bath

E - E,
N — N,

Particle and

@ Heat Exchange

Small system

Figure 4.2: Illustrating equilibrium between a small system and a large heat bath. Inset illustrates
how the number of states with energy E,, particle number N, is proportional to the density of states
in the big system.

In the vast heat and particle bath, the energy levels are so close together, that they form a continuum.
The density of states per unit energy and particle number is taken to be W(E’, N’), where E’ is the
energy and N’ the number of particles in the bath. When the system is in a quantum state |1)
with energy E,, particle number N,, the large system has energy E’ = E — E,, particle number
N =N-N,.

Assuming equal a priori probability, the probability that the small system is in state |1) is pro-
portional to the number of states W(E, N) of the heat bath with energy E — E, and particle number
N — Ny,

P(EL.NY) o W(E — Ej,N = N,) = "WEELN-ND, (4.113)

Now following Boltzmann, we can tentatively identify W(E, N) with the entropy S (E, N) of the
heat bath, (see exercise 4.4) according to the famous formula

SB(E,N) = kg In W(E, N) (4.114)
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where we have included the subscript B to delineate the heat bath. It follows that
1
P(Eq, Ny) o« exp k_SB(E —Ey,N—=Ny (4.115)
B
Now E,; and N, are tiny perturbations to the total energy and particle number of the heat bath, so

we may approximate S(E — E;, N — N,) by a linear expansion,

_ A LAY
Sg(E—E),N—N,)=Sp(E,N)—-E, 3E - N, 3N +o. (4.116)

Now according to thermodynamics dE = TdS + udN where T and u are the temperature and
chemical potential, respectively, so that dS z = %dE - %a’N , allowing us to identify

1955 _ oW _ 1

ko OE = JE =T P
19sg oW u
o A A @1

These are the Lagrange multipliers associated with the conservation of energy and particle number'.
Once we have made this expansion, it follows that the probability to be in state |1) is

1
pa= ze-ﬂEH”"ﬁ), (4.118)

where the normalizing partition function is Z = Y, e #E1=#ND |

To recast statistical mechanics in the language of many body theory, we need to rewrite the
above expression in terms of operators. Let us begin with the partition function, which we may
rewrite as

7 = Ze*ﬁ(ErﬂNx)

A
Z<A|e*ﬁ(”**‘”>|/1> = Tr[e PV, (4.119)
a

Although we started with the eigenstates of energy and particle number, the invariance of the trace
under unitary transformations ensures that this final expression is independent of the many body
basis.

Next, we cast the expectation value (A) in a basis-independent form. Suppose the quantity A,
represented by the operator A, is diagonal in the basis of energy eigenstates |1y, then the expectation
value of A in the ensemble is

(A=) paUA) = TrpA]. (4.120)
A

!Incidentally, if you are uncomfortable with the use of classical thermodynamics to identify these quantities in terms
of the temperature and chemical potential, you may regard these assignments as tentative, pending calculations of physical
properties that allow us to definitively identify them in terms of temperature and chemical potential.
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Here we have elevated the probability distribution p, to an operator- the Boltzmann density matrix: ie —kpTInZ = E — ST — uN, from which we identify
F = —kgTInZ (4.128)
b= Z |ypa(l = 71 g BH-N) 4.121) as the Free energy. Summarizing these key relationships all together, we have
n Thermodynamic Relations
This' derivation of (4.120) assumed that A' C(?uld be simu'ltaneously diagong]ized with the energy and F = —kgThnZ, Free energy
particle number. However, quantum statistical mechanics, makes the radical assertion that (4.120)
holds for all quantum operators A representing observables, even when the operator A does not 7 = Tr[e’[“ﬂ’“m] Partition function
commute with H or N, and is thus not diagonal in the energy and particle number basis. Bl ’
p = eT’ Density Matrix
4.8.2 Identification of the Free energy: Key Thermodynamic Properties
There are a number of key thermodynamic quantities of great interest: the energy E, the particle . OF .
. . = Tr[Np]l=-5- Particl b
number N, the entropy S and the Free energy F = E — ST — uN. One of the key relations from N B fINp ]A . 5“_ oF articie number
elementary thermodynamics is that S o= —/:)IIZTr[plnp 1=-ar Entropy
P = -5, Pressure
dE =TdS — udN — PdV (4.122) N .
E—-uN = Ti[(H-uN)pl,= —‘9(13—‘;2 Energy
By putting F = E - TS — uN,dF = dE —dTS — SdT — udN — Ndu, one can also derive
dF = -SdT — Ndu — PdV (4.123) Notice how, in this way, all the key thermodynamic properties can be written as appropriate deriva-

tives of Free energy.
a relationship of great importance.

The energy and particle number can be easily written in the language of second-quantization as
Example 4.7: (i) Enumerate the energy eigenstates of a single fermion Hamiltonian.

E = TrlHpl, H—ecl (4.129)
N = Tr[Npl, (4.124) =ec'c g
. A o where {c,c'} = 1, {c, ¢} = {c, ¢f} =0.
but what about the entropy? From statistical mechanics, we know that the general expression for

. (ii) Calculate the number of fermions at temperature 7'.
the entropy is given by

Solution (i) The states of this problem are the vacuum state and the one-particle state

S = —kg Zmlnm (4.125)
T 10) B = (4.130)
y=cl0), E = ’
Now since the diagonal elements of the density matrix are p,, we can rewrite this expression as
(ii) The number of fermions at temperature 7 is given by
S = —kgTr[plnp] (4.126) @ = Te[oA] G
If we substitute Inp = —B(H — uN) — In Z into this expression, we obtain where i = cte,
| p =P 7 (4.132)
s = T Tip(H — pN) + kglnZ is the density matrix, and where
1 Z = Tr[e PH#) (4.133)
= ?(E — uN) + kglnZ (4.127)
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is the “partition function”. For this problem, we can write out the matrices explicitly.

1 0 0 0
—BH _ -y
e = [0 e*ﬂ(e—u)]’ LS [o 1] (4.134)
so that
Z=1+¢ePen (4.135)
and
Tr[pePH] = ePEm (4.136)
The final result is thus
e Blew 1
() (4.137)

T lteBen  fem |
which is the famous Fermi-Dirac function for the number of fermions in a state of energy e,
chemical potential y1.

4.8.3 Independent Particles

In a system of independent particles with many energy levels, €, each energy level can be regarded
as an independent member of a microcanonical ensemble. Formally, this is because the Hamiltonian
is a sum of independent Hamiltonians

H=uN = ) (e - iy @.138)
1
so that the partition function is then a product of the individual partition functions:
Z= Tr[ﬂ e Plerming (4.139)

1®

and since the trace of an (exterior) product of matrices, is equal to the product of their individual
traces, (Tr [1e = [14Tr),

Z= ﬂ Tr[e Ple@] = ﬂ 7 (4.140)
Pl 2
Since
1+ ePlan Fermions
L= { I+ e Pt 4 o = (1 —eBa) Bosons (4.141)
The corresponding Free energy is given by
o —Bler—1) fermions
F = FkgT ZA: In[l +e 1, { bosons (4.142)
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The occupancy of the [ th level is independent of all the other levels, and given by
Gy =Telpa) = Tel([ | il
®

1
eBla—1) + 1

=1
ﬂ Tr[pal xTrlpsiv] = (4.143)

A#l

where (+) refers to Fermions and (—) to bosons.
In the next chapter, we shall examine the consequences of these relationships.

4.9 Exercises

1. In this question ¢;" and ¢; are fermion creation and annihilation operators and the states are fermion
states. Use the convention

[11111000...) = ¢s'eatesTenter Flvacuum).

(a) Evaluate c3fcgeacs’csl111111000...).

(b) Write [1101100100...) in terms of excitations about the “filled Fermi sea” [1111100000...) .
Interpret your answer in terms of electron and hole excitations.

¢) Find (|V|y) where ) = A100) + B|111000), N = ¥, ¢; c:.

—

2. (a) (a)Consider two fermions, a; and a,. Show that the Boguilubov transformation

uay +va'

—va, +ua'y

¢ =
0

c2 =

(4.144)

where u and v are real, preserves the canonical anti-commutation relations if u? + v = 1.

(b) Use this result to show that the Hamiltonian
H =e(a"ay — aa") + Aa"1a", + Hee.) (4.145)
can be diagonalized in the form
H= Ve + A e +cher - 1) (4.146)

(c) What is the ground-state energy of this Hamiltonian?

(d) Write out the ground-state wavefunction in terms of the original operators ¢;" and ¢," and their
corresponding vacuum [0), (c;2[0) = 0).

3. Consider a system of fermions or bosons, created by the field ¢ (r) interacting under the potential

(U r <R),
Vo = { 0, (r>R),

(a) Write the interaction in second quantized form.

(4.147)
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(b) Switch to the momentum basis, where y/(r) = (;’;l;j k€™ Verify that [c, ¢ ]e = (21)°0%) (k—
k’) and write the interaction in this new basis. Please sketch the form of the interaction in mo-

mentum space.

4. (a) Show that for a general system of conserved particles at chemical potential, the total particle
number in thermal equilibrium can be written as

N = —dF /o (4.148)
where
F = —kgTInZ
Z = Tr[ePUHN, (4.149)
(b) Apply this to a single bosonic energy level, where
H—uN =(e-wa'a (4.150)
and &' creates either a Fermion, or a boson, to show that
() = ﬁ 4.151)

Why does u have to be negative positive for bosons?
5. (Equivalence of the microcanonical and Gibb’s ensembles for large systems.)
In a microcanonical ensemble, the density matrix can be given by
1 - .
Pu = 3, 6(E - H)S(N = N)

where E and N are the energy and particle number respectively, while

W = W(E,N) = Tr [8(E — H)o(N - F)
is the “density of states” at energy E, particle number N. This normalizing quantity plays a role similar
to the partition function in the Gibb’s ensemble.

(a) By rewriting the delta functions inside the above trace W as an inverse Laplace transforms, such
as )
N o +ico d N
S(x—H) = f —B,e'ﬁ(""’”,
o—ica 270

and evaluating the resulting integrals at the saddle point of the integrand, show that for a large
system W is related to the entropy by Boltzmann’s relation

S(E,N) = kg In W(E, N).
®

=

Using your results, show that in a large system, the expectation value of an operator is the same
for corresponding Gibb’s and microcanonical ensembles, namely

(A) = TrlpuA] = Tr[ppAl

where pp = Z7 e PH i |8=pou=po 15 the Boltzmann density matrix evaluated at the saddle point

values of By and 11,
_ 0w

OE

0lnW
ON

Po Ho =By
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Chapter 5

Simple Examples of Second-quantization

In this section, we give three examples of the application of second quantization, mainly to non-
interacting systems.

5.1 Jordan Wigner Transformation

A “non-interacting” gas of Fermions is still highly correlated: the exclusion principle introduces a
“hard-core” interaction between fermions in the same quantum state. This feature is exploited in
the Jordan -Wigner representation of spins. A classical spin is represented by a vector pointing in a
specific direction. Such a representation is fine for quantum spins with extremely large spin S, but
once the spin S becomes small, spins behave as very new kinds of object. Now their spin becomes
a quantum variable, subject to its own zero-point motions. Furthermore, the spectrum of excitations
becomes discrete or grainy.

Quantum spins are notoriously difficult objects to deal with in many-body physics, because they
do not behave as canonical fermions or bosons. In one dimension however, it turns out that spins
with § = 1/2 actually behave like fermions. We shall show this by writing the quantum spin-1/2
Heisenberg chain as an interacting one dimensional gas of fermions, and we shall actually solve the
limiting case of the one-dimensional spin-1/2 x-y model.

Jordan and Wigner observed[1] that the down and up state of a single spin can be thought of as
an empty or singly occupied fermion state, (Fig. 5.1.) enabling them to make the mapping

D=0, 11=10). (5.1)

An explicit representation of the spin raising and lowering operators is then

P [
§ "ft*k 4
_ _fo o
s = f=L J (52)
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S=1/2

ne=1
ugB .?_@
nf=0

Figure 5.1: Showing how the “up” and “down” states of a spin-1/2 can be treated as a one particle
state which is either full, or empty.

The z component of the spin operator can be written

1 L1
SZ=E\T)<T|—\l><LI=ff—5 (5.3)

We can also reconstruct the transverse spin operators,

1 o1
Se = El(s+ +87) = 51<fT +).
= =T8T = —(ff - 54
Sy 21,(5 ) Zi(f s (54
The explicit matrix representation of these operators makes it clear that they satisfy the same algebra
[Sa,Sp] = i€apeSe- (5.5)

Curiously, due to a hidden supersymmetry, they also satisfy an anti-commuting algebra

{Sa,Sn) = l{O'a,U'h}: léah (5.6)
4 2

and in this way, the Pauli spin operators provided Jordan and Wigner with an elementary model of

a fermion.

Unfortunately the represeentation needs to be modified if there is more than one spin, for in-
dependent spin operators commute, but independent fermions anticommute! Jordan and Wigner
discovered a way to fix up this difficulty in one dimension by attaching a phase factor called a
“string” to the fermions[1]. For a chain of spins in one dimension, the Jordan Wigner representation
of the spin operator at site j is defined as

8% = fite (5.7
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where the phase operator ¢ ; contains the sum over all fermion occupancies at sites to the left of j,

gj=my n (58

I<j

The operator €% is known as a “string operator”.
The complete transformation is then

z T 1
S = f f ij -3
STo= f e Zi<in  yordan Wigner transformation (5.9)
ST = fje’m Diejm

j

(Notice ¢ = ¢~/ is a Hermitian operator so that overall sign of the phase factors can be reversed
without changing the spin operator.) In words:

Spin = Fermion X string.

The important property of the string, is that it anticommutes with any fermion operator to the
left of its free end. To see this, note first that is that the operator ¢ anticommutes with the fermion
operator f;. This follows because f; reduces n; from unity to zero, so that fj e™ = —f; whereas
e fj = [;. from which it follows that

(™0, fi}y = e™if; + fe™i = fi— f;=0 (5.10)

and similarly, from the conjugate of this expression {¢”/, fT;} = 0. Now the phase factor ¢ at
any other site / # j commutes with f; and f;, so that the string operator ¢/®/ anticommutes with all
fermions at all sites to the “left” of j/ < j:

te, £y =0, <k
whilst commuting with fermions at all other sites [ > j,
[e*, f =0, A=h.

We now can verify that the transverse spin operators satisfy the correct commutation algebra.
Suppose j < k, then ¢/ commutes with fermions at site j and k so that

(s %), N f;#') e, fDeit] = ew,[f;-n,flf-b e
But fjm antcommutes with both f]f) and e so it commutes with their product f,fT)e""’k], and hence
[Si-i)!sj((i)] o [ij)7f;T)ei¢k] =0. (5.11)

So in this way, we see that by multiplying a fermion by the string operator, it is transformed into a
kind of boson.
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As an example of the application of this method, we shall now discuss the one-dimensional
Heisenberg model

Ho=—J] ) [S58%, + 828 1= 0. ) §55°%, (5.12)
7

In real magnetic systems, local moments can interact via ferromagnetic, or antiferromagnetic in-
teractions. Ferromagnetic interactions generally arise as a result of “direct exchange” in which the
Coulomb repulsion energy is lowered when electrons are in a triplet state, because the wavefunc-
tion is then spatially antisymmetric. Antiferromagnetic interactions are generally produced by the
mechanism of “double exchange”, in which electrons on neighbouring sites that form singlets (“an-
tiparallel spin”) lower their energy through virtual virtual quantum fluctuations into high energy
states in which they occupy the same orbital. Here we have written the model as if the interactions
are ferromagnetic.
For convenience, the model can be rewritten as

J _ .
H=-3 Z[sj.ﬂsj +H.c]7J:ZS;S;+I (5.13)
J

To fermionize the first term, we note that all terms in the strings cancel, except for a ¢ which has
no effect,

J o w .
S S ST =5 D hm e =5 fin' S (5.14)
J J J

so that the transverse component of the interaction induces a “hopping” term in the fermionized
Hamiltonian. Notice that the string terms would enter if the spin interaction involved next-nearest
neighbors. The z-component of the Hamiltonian becomes

: oz 1 1
1Y S5ST = k) g = 30 ) (5.15)
J J

Notice how the Ferromagnetic interaction means that spin-fermions attract one-another. The trans-
formed Hamiltonian is then

J .
H=-3 ;qnﬂfj + fife) + Jzzj]n,- - Jz;njn.,v+1. (5.16)

Interestingly enough, the pure x-y model has no interaction term in it, so this this case can be
mapped onto a non-interacting fermion problem, a discovery made by Lieb, Schulz and Mattis in
1961[2].

To write out the fermionized Hamiltonian in its most compact form, let us transform to momen-
tum space, writing

£= % 3 st (5.17)
k
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where s7; creates a spin excitation in momentum space, with momentum . In this case, the one-

particle terms become
Jz Z i = Jz Z sfksk.
J k

N
J + J —ika ikay —i(k—k")R
) Z(f j+1fj+He) = 3N Z(e + ey “S’C’Ze j
J k J
= —-J Z cos(ka)s sy (5.18)
k
The anisotropic Heisenberg Hamiltonian can thus be written
H=Zwks1'ksk—112njnj+1 (5.19)
k J
where
wg = (J; — Jcos ka) (5.20)

defines a magnon excitation energy, and the second interaction term is still written in the position
basis. We can easily cast the second-term in momentum space, by noticing that the interaction is
a function of i — j which is —J;/2 for i — j = +1 but zero otherwise.The Fourier transform of this
short-range interaction is V(q) = —J; cos ga, so that Fourier transforming the interaction term gives

J, s+
H= Z WS 1Sk — A Z cos(qa) s k,qs{krwskrsk. (5.21)
k S kK g

This transformation holds for both the ferromagnet and antiferromagnet. In the former case, the
fermionic spin excitations correspond to the magnons of the ferromagnet. In the latter case, the
fermionic spin excitations are often called “spinons”.

To see what this Hamiltonian means, let us first neglect the interactions. This is a reasonable
thing to do in the limiting cases of (i) the Heisenberg Ferromagnet, J, = J and (ii) the x-y model
J.=0.

e Heisenberg Ferromagnet. J, = J

In this case, the spectrum
wi = 2J sin’(ka/2) (5.22)

is always positive, so that there are no magnons present in the ground-state. The ground-state
thus contains no magnons, and can be written

0y =111 (5.23)

corresponding to a state with a spontaneous magnetization M = —N;/2.
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—7/a 0 k T/a
Figure 5.2: Excitation spectrum of the one dimensional Heisenberg Ferromagnet.

Curiously, since wi=o = 0, it costs no energy to add a magnon of arbitrarily long wavelength.
This is an example of a Goldstone mode, and the reason it arises, is because the spontaneous
magnetization could actually point in any direction. Suppose we want to rotate the magneti-
zation through an infinitesimal angle 66 about the x axis, then the new state is given by

W= e
Lo+ i3 D USTIL )+ 06R) (5.24)
J

The change in the wavefunction is proportional to the state

Z fiTe?10)

J
D7 110) = VNes'icol0) (525)
J

Storl 4.0

In otherwords, the action of adding a single magnon at ¢ = 0, rotates the magnetization
infinitesimally upwards. Rotating the magnetization should cost no energy, and this is the
reason why the k£ = 0 magnon is a zero energy excitation.

e x-y Ferromagnet. As J. is reduced from J, the spectrum develops a negative part, and magnon
states with negative energy will become occupied. For the pure x — y model, where J; = 0,
the interaction identically vanishes, and the excitation spectrum of the magnons is given by
wi = —J cos ka as sketched in Fig. 5.3. All the negative energy fermion states with |k| < 7/2a
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x—y Ferromagnet

J
particles
W
holes
0 m/2a' ¢ —7/2a
N b
L]
. FAN
\‘ S Occupied
_J \‘.. .4,0 states
—7/a 0 /a
k

Figure 5.3: Excitation spectrum of the one dimensional x-y Ferromagnet, showing how the negative
energy states are filled, the negative energy dispersion curve is “folded over” to describe the positive
hole excitation energy.

are occupied, so the ground-state is given by
W =[] st (5.26)
kl<n/2a

The band of magnon states is thus precisely half-filled, so that
1
<Sz>:<nf—§>:0 (527

so that remarkably, there is no ground-state magnetization. We may interpret this loss of
ground-state magnetization as a consequence of the growth of quantum spin fluctuations in
going from the Heisenberg, to the x-y ferromagnet.

Excitations of the ground-state can be made, either by adding a magnon at wavevectors
|k| > m/2a, or by annihilating a magnon at wavevectors |k| < 7/2a, to form a “hole”. The
energy to form a hole is —wy. To represent the hole excitations, we make a “particle-hole”
transformation for the occupied states, writing

5 = { S‘Sk’ (k| > r/2a), (5.28)

e (k| < 7/2a)
These are the “physical” excitation operators. Since sTisk = 1= sgs'x, the Hamiltonian of the
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pure x-y ferromagnet can be written
I |
Hy = Zk: J| cos kal(5T 5 — E) (5.29)

Notice that unlike the pure Ferromagnet, the magnon excitation spectrum is now linear. The
ground-state energy is evidently

1
E, —EZchoskal
k

/2a
if ! 4 costkay = -2 (5.30)
2 —n/2a 2 w

But if there is no magnetization, why are there zero-energy magnon modes at ¢ = +r/a?
Although there is no true long-range order, it turns out that the spin-correlations in the x-y
model display power-law correlations with an infinite spin correlation length, generated by
the gapless magnons in the vicinity of ¢ = +7/a.

5.2 The Hubbard Model

In real electronic systems, such as a metallic crystal at first sight it might appear to be a task of
hopeless complexity to model the behavior of the electron fluid. Fortunately, even in complex
systems, at low energies only a certain subset of the electronic degrees of freedom are excited. This
philosophy is closely tied up with the idea of renormalization- the idea that the high energy degrees
of freedom in a system can be successively eliminated or “integrated out” to reveal an effective
Hamiltonian that describes the important low energy physics. One such model, which has enjoyed
great success, is the Hubbard model, first introduced in the early sixties by Hubbard, Gutzwiller and
Kanamori[3,4? ].

Suppose we have a lattice of atoms where electrons are almost localized in atomic orbitals at
each site. In this case, we can use a basis of atomic orbitals. The operator which creates a particle
at site j is

= f dxd(x - Ry ()0 (531)
where @(x) is the wavefunction of a particle in the localized atomic orbital. In this basis, the Hamil-

tonian governing the motion, and interactions between the particles can be written quite generally
as

. ! i
H= ) GIH ) ircjo + 5 ) mVIpn)e' o o cuopo (5.32)

ij Imnp

where (i|H,|j) is the one-particle matrix element between states ¢ and j, and (/m|V|pn) is the inter-
action matrix element between two-particle states |Im) and |pn).
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2E+U

Figure 5.4: Illustrating the Hubbard Model. When two electrons of opposite spin occupy a single
atom, this gives rise to a Coulomb repulsion energy U. The amplitude to hop from site to site in the
crystal is .

Let us suppose that the energy of an electron in this state is €. If this orbital is highly localized,
then the amplitude for it to tunnel or “hop” between sites will decay exponentially with distance
between sites, and to a good approximation, we can eliminate all but the nearest neighbor hopping.
In this case, the one-particle matrix elements which govern the motion of electrons between sites
are then

€ j=i
GIH?liy =4 =t 1i,] nearest neighbors (5.33)
0 otherwise

The hopping matrix element between neigboring states will generally be given by an overlap integral
of the wavefunctions with the negative crystalline potential, and for this reason, it is taken to be be
negative. Now the matrix element of the interaction between electrons at different sites will be given
by

(Im|V|pn) = f , D} ()P, ()P, (x" )P, (X)W (x = x), (5.34)

but in practice, if the states are well localized, this will be dominated by the onsite interaction
between two electrons in a single orbital, so that we may approximate

_JU l=p=m=n
(lm|Vipn) = { 0 otherwise (533)
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In this situation, the interaction term in (5.32) simplifies to
U

E Z CT]'VCT}'U-/C]‘O-/C/',,— = UZ"/T"ﬂ’ (5.36)

Joo’ J
where the exclusion principle (020 = 0) means that the interaction term vanishes unless o o are

opposite spins. The Hubbard model can be thus be written
H=-t Z [¢ jrarcjo + Hel + EZ ¢ incir + U Z njpnj, (5.37)

o Jo J

where 1, = ij,,-cj'n- represents the number of electrons of spin o at site j. For completeness, let us
rewrite this in momentum space, putting

1 kR

Cig = —— ) Cgoe (5.38)

Jjo m ; ko
whereupon

H = 3 v Fqre’ 3
= kac ko Cko + A Z ¢'k-q1¢ K+qlCK L CkT (5.39)
ko q.kk’
Hubbard model

where

& = ) (+RilH,|pe*™
i
= —2t(cosky +cosky +cosk;) + € (5.40)

is recognized as the kinetic energy of the electron excitations which results from their coherent
hopping motion from site to site. We see that the Hubbard model describes a band of electrons with
kinetic energy e, and a momentum independent “point” interaction of strength U between particles
of opposite spin.

Remark

e This model has played a central part in the theory of magnetism, metal-insulator transitions,
and most recently, in the description of electron motion in high temperature superconductors.
With the exception of one dimensional physics, we do not, as yet have a complete under-
standing of the physics that this model can give rise to. One prediction of the Hubbard model
which is established, is that under certain circumstance, if interactions become too large the
electrons become localized to form what is called “Mott insulator”. This typically occurs
when the interactions are large and the number of electrons per site is close to one. What is
very unclear at the present time, is what happens to the Mott insulator when it is doped, and
there are many who believe that a complete understanding of the doped Mott insulator will
enable us to understand high temperature superconductivity.
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5.3 Non-interacting particles in thermal equilibrium

FERMIONS BOSONS

Fermi Surface

k kF k

Figure 5.5: Contrasting the ground-states of non-interacting Fermions and non-interacting Bosons.
Fermions form a degenerate Fermi gas, with all one-particle states below the Fermi energy individ-
ually occupied. Bosons form a Bose Einstein condensate, with a macroscopic number of bosons in
the zero momentum state.

Before we start to consider the physics of the interacting problem, let us go back and look at the
ground-state properties of free particles. What is not commonly recognized, is that the ground-state
of non-interacting, but identical particles is in fact, a highly correlated many body state. For this
reason, the non-interacting ground-state has a robustness that does not exist in its classical counter-
part. In the next chapter, we shall embody some of these thoughts in by considering the action of
turning on the interactions adiabatically. For the moment however, we shall content ourselves with
looking at a few of the ground-state properties of non-interacting gases of identical particles.

In practice, quantum effects will influence a fluid of identical particles at the point where their
characteristic wavelength is comparable with the separation between particles. At a temperature
T the rms momentum of particles is given by PiMs = 3mkgT, so that characteristic de Broglie
wavelength is given by

h h
Ar = -t 541
T 3mksT G4D
Prus
95

bk . pdf

Chapter 5.

©Piers Coleman 2011

June 28, 2011

~1/3

so that when A7 ~ p~'/7, the characteristic temperature is of order

#2023
ksT™ ~ P

(5.42)

Below this temperature, identical particles start to interfere with one-another, and a quantum-
mechanical treatment of the fluid becomes necessary. In a Fermi fluid, exclusion statistics tends
to keep particles apart, enhancing the pressure, whereas for a Bose fluid, the correlated motion of
particles in the condensate tends to lower the pressure, ultimately causing it to vanish at the Bose
Einstein condensation temperature. In electron fluids inside materials, this characteristic tempera-
ture is two orders of magnitude larger than room temperature, which makes the electricity one of
the most dramatic examples of quantum physics in everyday phenomena!

5.3.1 Fluid of non-interacting Fermions

The thermodynamics of a fluid of fermions leads to the concept of a “degenerate Fermi liquid”, and
it is important in a wide range of physical situations, such as

e The ground-state and excitations of metals.
e The low energy physics of liquid Helium 3.
o The degenerate Fermi gas of neutrons, electrons and protons that lies within a neutron star.

The basic physics of each of these cases, can to a first approximation be described by a fluid of
non-interacting Fermions, with Hamiltonian

H = Hs = pN = ) (Ex ~ )¢ kot (543)
o
Following the general discussion of the last section, the Free energy of such a fluid of fermions is is
described by a single Free energy functional

F = —kgT ) In[1+e P
ko

= —2kgTV f In[1 + e P (5.44)
k

where we have taken the thermodnamic limit, replacing ), — 2V ﬁ{ By differentiating F with

respect to volume, temperature and chemical potential, we can immediately derive the pressure,

entropy and particle density of this fluid. Let us however, begin with a more physical discussion.
In thermal equilibrium the number of fermions in a state with momentum p = 7k is

ng = f(Ex —p) (545)
where

1
fx) = Pl (5.46)
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is the Fermi-Dirac function. At low temperatures, this function resembles a step, with a jump in
occupancy spread over an energy range of order kg7 around the chemical potential. At absolute
zero f(x) — 6(—x), so that the occupancy of each state is given by

ng = G(IJ - Ek) (5»47)

is a step function with an abrupt change in occupation when € = u, corresponding to the fact
that states with Ex < u, are completely occupied, and states above this energy are empty. The
zero-temperature value of the chemical potential is often called the “Fermi energy”. In momentum
space, the occupied states form a sphere, whose radius in momentum space, kf is often refered to
as the Fermi momentum.

The ground-state corresponds to a state where all fermion states with momentum k < kp are
occupied:

Wy = | 'worl0) (5.48)

ko

Excitations above this ground-state are produced by the addition of particles at energies above the
Fermi wavevector, or the creation of holes beneath the Fermi wavevector. To describe these excita-
tions, we make the following particle-hole transformation

(549)

dho o e (k> kp) particle
ke = ooy (k> kp) hole

Beneath the Fermi surface, we must replace ¢ kortke = 1 —a'koare, so that in terms of particle and
hole excitations, the Hamiltonian can be re-written

H =N = 3" (Ex ~ pla'rair + Fy (5.50)
ko
where respectively,
Fo= Y (Ek—ﬂ)=2Vf (Ex— ). (5.51)
ki<kr.cr Ikl <k

is the ground-state Free energy, and E, and N are the ground-state energy and particle number
Notice that

e To create a hole with momentum k and spin o, we must destroy a fermion with momentum
—k and spin —o. (The additional multiplying factor of o in the hole definition is a technical

feature, required so that the particle and holes have the same spin operators.)

e The excitation energy of a particle or hole is given by g = |Ex — |, corresponding to “reflect-
ing” the excitation spectrum of the negative energy fermions about the Fermi energy.
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The ground-state density of a Fermi gas is given by the volume of the Fermi surface, as follows

@ =t San =2 [ L2y 552
1=y L € koCka) = i 27 Q) FS .
where
3/2
4 4\ (2me
Vis = 5kp = (?)( th) (5.53)

is the volume of the Fermi surface. The relationship between the density of particles, the Fermi
wavevector and the Fermi energy is thus

& 3/2
N 1 5 1 (2mep
<V>:§ﬁ“*:§ﬁ(hz) 554

In an electron gas, where the characteristic density is N/V ~ 10*m™3 the characteristic Fermi
energy is of order leV ~ 10,000K. In other words, the characteristic energy of an electron is
two orders of magnitude larger than would be expected classically. This is a stark and dramatic
consequence of the exchange interference between identical particles, and it is one of the great early
triumphs of quantum mechanics to have understood this basic piece of physics.

Let us briefly look at finite temperatures. Here, by differentiating the Free energy with respect
to volume and chemical potential, we obtain

F -F .
p - OE_ZF =2kBTfln[1 + e PE)
k

v \%4
oF
N o :fo(Ek—H) (5.55)
H k

The second equation defines the chemical potential in terms of the particle density at a given temper-
ature. The first equation shows that, apart from a minus sign, the pressure is simply the Free energy
density. These two equations can be solved parametrically as a function of chemical potential. At
high temperatures the pressure reverts to the ideal gas law PV = NkgT , but at low temperatures, the
pressure is determined by the Fermi energy

2N
p= 2f (- E)l = e (5.56)
Kl<kr sv”

The final result is obtained by noting that the first term in this expression is u(N/V). The first term
contains an integral over Pk ~ K > k; /3, whereas the second term contains an integral over
Exd®k ~ k* > k3./5, so the second term is 3/5 of the first term. Not surprisingly, this quantity is
basically the density of fermions times the Fermi energy- a pressure that is hundreds of times larger
than the classical pressure in a room temperature electron gas.

Remarks
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e At first sight, it might seem very doubtful as to whether the remarkable features of the de-
generate Fermi gas would survive once interactions are present. In particular, one would be
tempted to wonder whether the Fermi surface would be blurred out by particle-particle inter-
actions. Remarkably, for modest repulsive interactions, the Fermi surface is believed to be
stable in dimensions bigger than one. This is because electrons at the Fermi surface have no
phase space for scattering. This is the basis of Landau’s Fermi liquid Theory of interacting
Fermions.

e In a remarkable result, due to Luttinger and Ward, the jump in the occupancy at the Fermi
wavevector Zi, remains finite, although reduced from unity (Zy, < 1) , in interacting Fermi
liquids.

5.3.2 Fluid of Bosons: Bose Einstein Condensation

\. / (b) (c)

. o \ 1

(a) \

Figure 5.6: Illustrating evaporative cooling in an atom trap. (a) Atoms are held within a magnetic
potential. (b) As the height of the potential well is dropped, the most energetic atoms “evaporate”
from the well, progressively reducing the temperature. (c) A Bose Einstein condensate, with a
finite fraction of the gas in a single momentum state, forms when the temperature drops blow the
condensation temperature.

Bose Einstein condensation was predicted in 1924- the outcome of Einstein extending Bose’s
new calculations on the statistics of a gas of identical bosons. However, it was not until seventy years
later- in 1995, that the groups of Cornell and Wieman[5] and independently that of Ketterle[6], suc-
ceeded in cooling a low density gas of atoms - initially rubidium and sodium atoms - through the
Bose Einstein transition temperature. The closely related phenomenon of superfluidity was first
observed in the late 30’s by Kapitza. Superfluidity results from a kind of Bose-Einstein condensa-
tion, in a dense quantum fluid, where interactions between the particles become important. In the
modern context, ultra cold, ultra-dilute gases of alkali atoms are contained inside a magnetic atom
trap, in which the Zeeman energy of the atoms, spin-aligned with the magnetic field, confines them
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to the region of highest field[7]. Lasers are used to precool a small quantity of atoms inside a mag-
netic trap using a method known as “Doppler cooling”, in which the tiny “blue shift” of the laser
light seen by atoms moving towards a laser causes them to selectively absorb photons, which are
then re-emitted in a random direction, a process which gradually slows them down, reducing their
average temperature. Doppler pre-cooling cools the atoms to about 10-100uK. The second stage in-
volves “Evaporative cooling”, a process in which the most energetic atoms are allowed to evaporate
out of the well while systematically lowering the height of the well. As the well-height drops, the
temperature of the gas plumits down to the nano-Kelvin range required to produce Bose-Einstein
condensation (or Fermi liquid formation) in these gases.

To understand the phenomenon of BEC, conside the density of gas of bosons, which at a finite
temperature takes almost precisely the same form as for fermions

1
= j,: PE — | 57

where we have written the expression for spinless bosons, as would be the case for a gas of liquid
Helium-4, or ultra-dilute Potassium atoms, for instance. But there is a whole world of physics in the
innocent minus sign in the denominator! Whereas for fermions, the chemical potential is positive,
the chemical potential for bosons is negative. For a gas at fixed volume , the above expression (5.57)
thus defines the chemical potential u(T'). By changing variables, writing

12> m
= BEx = f—— — =
X BEx 'BZm’ (,th)dx kdk
&k dnicdk 1 (m 2
erp T e Nar (ﬁhz) Vi 639
we can rewrite the Boson density in the form
2 o 1
= = d 5.59
g wa;l: N ©39

where

21172
bl (Z”h) (5.60)

kaT
is a convenient definition of the thermal de Broglie wavelength In order to maintain a fixed density,

as one lowers the temperature, the chemical potential (7)) must rise. At a certain temperature, the
chemical potential becomes zero, p(T, i = 0) = N/V At this temperature,

~ \3
ArY 2 [ 1 3
=) = = d — = (%) =261 5.61
(a) «/%fo Vi = 45) (5:61)
where a = p~!/3 is the interparticle spacing. The corresponding temperature
el
kgT, = 3.31 (—2) (5.62)
ma
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is the Bose-Einstein condensation temperature.
Below this temperature, the number of Bosons in the k = 0 state becomes macroscopic, i.e.

Ne=0 = e = No(T) (5.63)

becomes a finite fraction of the total particle number. Since N,(T") is macroscopic, it follows that

o1
ksT ~  No(T) 669

is infinitesimally close to zero. For this reason, we must be careful to split off the k = 0 contribution
to the particle density, writing

N = N(T) + Z e (5.65)
k#0

and then taking the thermodynamic limit of the second term. For the density, this gives

N 1
o= =m+ [ S (5.66)

The the second term is proportional to A7—3 o T%/2. Since the first term vanishes at T = T,
it follows that below the Bose Einstein condensation temperature, the density of bosons in the

condensate is thus given by
7\32
po(T) =p|1 =7~ (5:67)
o

Remarks

o The Bose Einstein Condensation is an elementary example of a second-order phase transition.

e Bose Einstein condensation is an example of a broken symmetry phase transition. It turns out
that the same phenomenon survives in a more robust form, if repulsive interactions between
the Bosons are present. In the interacting Bose Einstein Condensate, the field operator ¢/(x)
for the bosons actually acquires a macroscopic expectation value

W) = vpoe ™ (5.68)

In a non-interacting Bose condensate, the phase ¢(x) lacks rigidity, and does not have a well-
defined meaning. In an interacting condensate, the phase ¢(x) is uniform, and gradients of
the phase result in a superflow of particles- a flow of atoms which is completely free from
viscosity.
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Example 5.1: In a laser-cooled atom trap, atoms are localized in a region of space through
the Zeeman energy of interaction between the atomic spin and the external field. As the field
changes direction, the “up” and “down” spin atoms adiabatically evolve their orientations to
remain parallel with the magnetic field, and the trapping potential of the “up” spin atoms is
determined by the magnitude of the Zeeman energy V(x) = gupJB(x), which has a parabolic
form m
V=7 [wixz + Wiy + wﬁzz]
Show that the fraction of bosons condensed in the atom trap is now given by

NO(T)ZI_( T )3'

N TsE
Solution: In the atom trap, one particle states of the atoms are Harmonic oscillator states with

energy Ej,, = h(lw, + mwy + nw.) (where the constant has been omitted). In this case, the
number of particles in the trap is given by

1
= Z PEm — 1
Lmn

The summation over the single-particle quantum numbers can be converted to an integral over
energy, provided the condensate fraction is split off the sum, so that

1 1
) g =N+ [ aEpE) g

Imn

where N is the number of atoms in the condensate and

PE)= D OE = Epm)

Imn, (Ejpn#0)

is the density of states. By converting this sum to an integral we obtain

p(E) = dldmdnS(E — Ejy)

= dE*dE"dE"é(E +E,+E.—-E)
- hw,Tw,how, * Y <

z

1 £ Ey EZ
= — dE dEy = ———.
(hivy} fo “Jo T 20y
The quadratic dependence of this function on energy replaces the square-root dependence of

the corresponding quantity for free Bosons. The number of particles outside the condensate is
proportional to 773,

(& = (wxwyw,)')

24

1 T 2 T\
- X
J o5 = s [ 'N(TBE)

where kpTpg = h&)(N/{g)l/3 , so that the condensate fraction is now given by

N _, (T
N Tge) ~
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where S is the spin of the particle. Making the change of variables,

15

2k
x = PEx =Bﬂ‘
P/nkgTyt &Pk 2
/ BL0 Fermi Liquid @ ﬁﬁdx (5.72)

10

where Ay = +/27h2/(mkgT) is the rescaled Thermal de Broglie wavelength, we obtain
F =528 + 1)kBT.3 TV fdx Van[1 £ e~ #9] (5.73)

Taking the derivative with respect to volume, and chemical potential, we obtain the following
results for the Pressure and the particle density.
kBT

Bose Einstein Condensate p = -Z

—(x—pp)
o7 \Ffdxfln[l +e ]
OF (2S+1) 2

| | 0 | . n = Vo = = fdx\f T (5.74)
Tsgr 5 T/’TO 10 15

Dividing the pressure by the density, we obtain the quoted result for the ideal gas.

To plot these results, it is convenient to rewrite the temperature and pressure in the form
Figure 5.7: Pressure dependence in a Fermi or Bose gas, where temperature is measured in units of . B
kgTo = 1% /ma® Showing P/nkg T = @
P & Wp)

nksTo  [E@B)P (5.75)

where kg7, = m"—;z , permitting both the pressure and the temperature to be plotted parametrically
Example 5.2: Using the results of the previous section, show that the ideal gas law is modified as a function of uB. Fig 5.7 shows the results of such a plot.
by the interference between identical particles, so that

P = nkgTF*(u/kpT) (5.69)

where n is the number density of particles, F*(z) = g*(z)/h*(z) and 54 Exercises

* = —(x—2)
£ = = kL dx\xin[1 + ™) 1. (a) Use the Jordan Wigner transformation to show that the one dimensional anisotropic XY model
1
+ - . . . .
h@) = fo AV g ©70) H == [1hS DS+ D)+ 18,()S,(+ D] (5.76)
i
where the upper sign refers to fermions, the bottom to bosons. Sketch the dependence of pres- )
sure on temperature for a gas of identical bosons and a gas of identical fermions with the same can be written as
density.

=— > [(d'js1dj + Ho) + Ad j1dj + Hee 5.77
Solution: Let us begin by deriving an explicit expression for the Free energy of a free gas of Zj:[ @ jmids )+ A ) G770
fermions, or bosons. We start with

where t = 1(J; + Jy) and A = 1(J2 = J)).

— —B(Ex—H)
17 SO < Il jk‘ Il 226 ] D (b) Calculate the excitation spectrum for this model and sketch your results. Comment specifically
on the two cases J; = J, and J, =0
103 104
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(a

=

By rotating the above model so that the magnetic field acts in the +x direction and the Ising
interaction acts on the spins in the x direction, the transverse field Ising model can be re-written
as

H==J" DS+ D=h S
J J

(b

N

Use the Jordan Wigner transformation to show that the fermionized version of this Hamiltonian
can be written

J +
H=3 ;m =S e+ )= Z]} ity (5.78)

(c

~

Writing f; = ﬁ S die™®i where R j = aj, show that H can be rewritten in momentum space
as
H= ) |ad'd—dd' o) +idd'sd' - dydo)] (579)
kei0./al

where the sum over k = Az,—:l(l, 2...N5/2) € [0, 7] is restricted to half the Brillouin zone, while
€ = —3 coska —hand A = £ sinka.

(d) Using the results of Ex 4.2, show that the spectrum of the excitations are described by “Dirac
fermions” with a dispersion

E= \Jet + 82 = \2Jhsin’(ka) + (h - J/2

so that gap in the excitation spectrum closes at 4 = h. = 2J. What is the significance of this
field?

Figure 5.8: Phase diagram of transverse field Ising model. See problem 5.3

2. The 1D transverse field Ising model provides the simplest example of a “quantum phase transition”: a

phase transition induced by quantum zero point motion (Fig.5.8). This model is written 3. Consider the non-interacting Hubbard model for next nearest neighbor hopping on a two dimensional
i . i lattice

H=-J Z S:(PS(j+D—h Z Sx()s H—uN = —t Z [c.‘lj+i11rcj(r +Hel-p Z ijrrc/’rr
J J ja=xg.o Jjo

where S is the z-component of a spin 1/2, while the the magnetic field & acts in the transverse (x)
direction. ( For convenience, one can assume periodic boundary conditions, with N sites, so that
j=N;+1=j=0.) Ath =0, the model describes a 1D Ising model, with long-range ferromagnetic
order associated with a two fold degenerate ferromagnetic ground state,

where n; = C‘t_f(rc Jjo- represents the number of electrons of spin component o~ = +1/2 at site j.
(a) Show that the dispersion of the electrons in the absence of interactions is given by

e(l?) = —2t(cos kya + cos kya) — u

[¥) =1
or where a is the distance between sites, and k= (ky, ky) is the wavevector.
= erive the relation between the number of electrons per site n, and the area of the Fermi surface.
W =00l da) .. ] In)- b) Derive the relation b h ber of el per si d th f the F i surf:
A finite transverse field mixes “up” and “down” states, and for infinitely large A, the system has a (¢) Sketch the Fermi surface when
single ground-state, with the spins all pointing in the x direction, i ne<1.
[T +11) ii. “half filling” where n, = 1
Y.,) = —. - . . . . .
=) l_[ (d) The corresponding interacting Hubbard model, with an interaction term Unqn, at each site de-
J=LN, 2 (R

scribes a class of material called “Mott insulators”, which includes the mother compounds for

In other words, there is thus a quantum phase transition- a phase transition driven by quantum fluc-
tuations, between these the doubly degenerate ferromagnet at small /2 and a singly degenerate state
polarized in the x direction at large h.
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high temperature superconductors. What feature of the Fermi surface at half-filling makes the
non-interacting ground-state unstable to spin density wave formation and the development of a
gap around the Fermi surface ?
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(e) Derive the dispersion for the case when, in the one-particle Hamiltonian there is an additional

next-nearest neighbor hopping matrix element of strength across the diagonal, —¢'. (Hint: use
the Fourier transform of #(R), given by t(l?) =2z t(I?)e”"'R). How does this affect the dispersion
at half filling?

Figure 5.9: Honeycomb structure of graphene. See Problem 5.3

4. Electrons on graphene move on a Honeycomb lattice as shown in Fig. (5.9). The vertices of each unit

V3

cell form a triangular lattice of side length a, located at positions r; = ma +nb, where a = a (T; + %j)

andb =a gi - %j are the lattice vectors. There are two atoms per unit cell, labelled “A” and “B”.

In a simplified model of graphene, electrons can occupy 7 orbitals at either the A or the B sites, with a
tight-binding hopping matrix element —# between neighboring sites.

(2)

(b)

Construct a tight-binding model for graphene. For simplicity, ignore the spin of the electron.
Suppose the creation operator for an electron in the A or B orbital in the “i”th cell is ¥/ 4(r;),
where Show that the tight-binding Hamiltonian can be written in the form

Ho==t ) {0500 + 9" a0r + 2) + 97 (x4 )| gae) + He) = 1 ) " (140) + )
J i

By transforming to momentum space, writing ¢’y = \/LV XU (e where 1 = A, B and N
is the number of unit cells in the crystal, show that the Hamiltonian can be written

’ . - AK)| (e
n= Sty ()

where
Ak) = —1(1 + % + &)
with energy eigenstates
Ek) = £|AK)| - .
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(d)

54

n

Show that E(k) = 0 at two points in the Brillouin zone where k-a = -k -b = i23 , given by

k = +tK

4r
3V3a

By expanding around k = +K + p, showing that when p is small, Ap.x = &(p. + ipy), where

where K = i

¢= %at is a “renormalized” speed of light. By defining a spinor for the two cones

Ups = (Cp+KA) . Uy = (Cp—KB) .

Cp+KB Cp-KA

show that the Hamiltonian can be written as a Dirac equation

H= )" 0@ p-pDip

piA=%

where ¢ is a Pauli pseudo-spin matrix acting in the two-component sublattice space, so that
when u = 0, the excitation spectrum is defined by two Dirac cones with E(p) = £¢p.
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Chapter 6

Green’s Functions

Ultimately, we are interested in more than just free systems. We should like to understand what
happens to our system as we dial up the interaction strength from zero, to its full value. We also
want to know response of our complex system to external perturbations, such as an electromagnetic
field. We have to recognize that we can not, in general expect to diagonalize the problem of interest.
We do not even need interactions to make the problem complex: a case in interest is a disordered
metal, where we our interest in averaging over typically disordered configurations introduces effects
reminiscent of interactions, and can even lead to new kinds of physics, such as electron localization.
We need some general way of examinining the change of the system in response to these effects
even though we can’t diagonalize the Hamiltonian.

In general then, we will be considering problems where we introduce new terms to a non-
interaction Hamiltonian, represented by V. The additional term might be due to

e External electromagnetic fields, which modify the Kinetic energy in the Hamiltonian as fol-

lows
7§y%»€%@7€92 6.1)
o Interactions between particles.
v =3 [ a1z @ 62)
e A random potential
V:fﬁuﬂmm (6.3)

where V(x) is a random function of position.

One of the things we would like to do, is to examine what happens when the change in the Hamil-
tonian to small enough to be considered a perturbation. Even if the term of interest is not small, we
can still try to make it small by writing

H=H,+AV (6.4)

111

bk . pdf

Chapter 6.

©Piers Coleman 2011

June 28, 2011

External Fields
—

Interactions

e

Randomness

ﬁiéiﬁf/

Figure 6.1: “Dialing up the interaction”. Motivating the need to be able to treat perturbations to a
non-interacting Hamiltonian by dialing up the strength of the perturbation.

This is a useful excercise, for it enables us to consider the effect of adiabatically dialing up the
strength of the additional term in the Hamiltonian from zero, to its full value, as illustrated in
fig6.1. This is a dangerous procedure, but sometimes it really works. Life is interesting, because in
macroscopic systems the perturbation of interest often leads to an instability. This can sometimes
occur for arbitrarily small A. Othertimes, when the instability occurs when the strength of the new
term reaches some critical value 1.. When this happens, the ground-state can change. If the change
is a continuous one, then the point where the instability develops is a Quantum Critical Point, a
point of great interest. Beyond this point, for 1 > A, if we are lucky, we can find some new starting
H) = H,+AH,V =V - AH. If H, is a good description of the ground-state, then we can once
again apply this adiabatic procedure, writing,

H=H,+1V 6.5)

If a phase transition occurs, then H, will in all probability have display a spontaneous broken sym-
metry. The region of Hamiltonian space where H ~ H, describes a new phase of the system, and
H is closely associated with the notion of a “fixed point” Hamiltonian.

All of this discussion motivates us developing a general perturbative approach to many body
systems, and this rapidly leads us into the realm of Green’s functions and Feynman diagrams. A
Green’s function describes the elementary correlations and responses of a system. Feynman dia-
grams are a way of graphically displaying the scattering processes that result from a perturbation.
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6.1 Interaction representation S = U®UR) (6.8)
Up until the present, we have known two representations of quantum theory- the Schrodinger repre- The time evolution of U(7) can be derived as follows

sentation, where it is the wavefunction that evolves, and the Heisenberg, were the operators evolve U [ geitlot LHE it —iHt

and the states are stationary. We are interested in observable quantities more than wavefunctions, ’E = 1(7) ¢ e ( ar )

and so we aspire to the Heisenberg representation. In practice however, we always want to know i i

what happens if we change the Hamiltonian a little. If we change H, to H, + V, but we stick to the = ¢"(=H, + H)e

Heisenberg representation for H,, then we are now using the “interaction” representation.

[e Mot e U (r)
Table. 5.1. Representations .

= ViU (6.9)
Representation States Operators so that
. . 0S (tr,t
Schréodinger Change rapidly Oj- operators constant i% = V(t2)S (t2,11) (6.10)
o
igllﬂs (t)) = Hlys (1) where from now on, all operators are implicitly assumed to be in the interaction representation.
Now we should like to exponentiate this time-evolution equation, but unfortunately, the operator
Heisenberg Constant Evolve V(¥) is not constant, and furthermore, V(f) at one time, does not commute with V() at another time.

To overcome this difficulty, Schwinger invented a device called the “time-ordering operator”.
.90,
~i%%0 — [H,0u(1)]

Interaction States change slowly Evolve according to H, Time ordering operator Suppose {O;(1), O2(12) ... Ox(ty)} is a set of operators at different
times {t;, 1, ...ty}. If P is the permutation that orders the times, so that tp, > tp, ...tp,, then if
) 90 . . . L .
H=H,+V i % Wi (D) = Vi) —i 8/)(1) = [H,, 0;(1)] the operators are eptlrely bosonic, containing an even number of fermionic operators,the time
ordering operator is defined as
. . . L . . . T[01(11)0x(1y) . .. On(ty)] = Op,(tp,)Op,(tp,) - .. Op,(tpy) (6.11)
Let us now examine the interaction representation in greater detail. In the discussion that fol-
lows, we simplify the notation by taking taking 7z = 1. We begin by writing the Hamiltonian as two For later use, we note that if the operator set contains fermionic operators, composed of an odd
parts H = H, + V. States and operators in this representation are defined as number of fermionic operators, then
Wiy = efollys(n)) T[F\(t)Fa(t2) ... Fn(tn)] = (=) Fp,(tp)Fp,(tp,) . .. Fp,(tp,) (6.12)
) ) Removes rapid state evolution due to H, (6.6) where P is the number of pairwise permutations of fermions involved in the time ordering
01ty = M'Oge Mot process.
The evolution of the wavefunction is thus
i)y = U@0)), Suppose we divide the time interval [¢1,7;], where #; > #; into N identical segments of period
(6.7) At = (t — t;)/N, where the time at the midpoint of the nth segment is 7, = #; + (n — %)At. The
U(t) = eiflotemiflt S-matrix can be written as a product of S-matrices over each intermediate time segment, as follows:
or more generally, S(.t) = S(tatn-5)S@n-1+ & mva - 8. S+ 8 n) (6.13)

Provided N is large, then over the short time interval A¢, we can approximate

@) = SEOWa)), .
S(r+ 4 -4 =N 4 O(1/N?) (6.14)
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Figure 6.2: Each contribution to the time-ordered exponential corresponds to the amplitude to follow

a particular path in state space. The S-matrix is given by the limit of the process where the number
of time segments is sent to infinity.

so that we can write
S(ta, 1)) = e VAN =IVaEN-DA =VTDA L o1 /) (6.15)
Using the time-ordering operator, this can be written
N -
S(, 1) = T[[ [+ 001/N) (6.16)
J=1

The beauty of the time-ordering operator, is that even though A(#;) and A(#") don’t commute, we can
treat them as commuting operators so long as we always time-order them. This means that we can
write

T[EA(fl)eA(!z)] — T[eA(f|)+A(fz)] (6.17)

because in each time-ordered term in the Taylor expansion, we never have to commute operators,
so the algebra is the same as for regular complex numbers. With this trick, we can write,

S(ty,11) = Limy oo T[e™ 25 VTN (6.18)
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The limiting value of this time-ordered exponential is written as

1
S(tr, 1)) = T[cxp {—i f V(t)dt}], Time-ordered exponential (6.19)
4l

This is the famous time-ordered exponential of the interaction representation.
Remarks

e The time-ordered exponential is intimately related to Feynman’s notion of the path integral.
The time-evolution operator S (7; + At/2,7; — At/2) = S f,(7) across each segment of time
is a matrix that takes one from state r to state f. The total time evolution operator is just a
matrix product over each intermediate time segment. Thus the amplitude to go from state i at
time #; to state f at time #, is given by

Z S oy (TN oS pop (T2)S pyilT1) (6.20)
path=(pi...px,}

S, 1) =

Each term in this sum is the amplitude to go along the path of states
pathi —» f: i—>p > pr—...pn-1 — f- (6.21)
The limit where the number of segments goes to infinity is a path integral.

e One can formally expand the time-ordered exponential as a power series, writing,

—_\n 1
S(ta 1)) = E (n’,) f dry...do,TIV(T)... V()] (6.22)
. 1

n=0,00 1

The nth term in this expansion can be simply interpreted as the amplitude to go from the
initial, to the final state, scattering n times off the perturbation V. This form of the S-matrix is
very useful in making a perturbation expansion. By explicitly time-ordering the n — th term,
one obtains n! identical terms, so that

S,y = Y ()" f

n=0,00 A>T >}

12

drty...dt,V(Ty)... V(1) (6.23)

This form for the S-matrix is obtained by iterating the equation of motion,

7]
S(trt)=1- if drV(D)S (1, 1) (6.24)

il

which provides an alternative derivation of the time-ordered exponential.

116

58



2011 Piers Coleman Chapter 6.
p

6.1.1 Driven Harmonic Oscillator

To illustrate the concept of the time-ordered exponential, we shall show how it is possible to evaluate
the S-matrix for a driven harmonic oscillator, where H = H, + V (1),

L1
H, w(b’b + E) (625)
V() = zOb+Dbz()

Here the forcing terms are written in their most general form. z(7) and z(7) are forces which “create”
and “annihilate” quanta respectively. A conventional force in the Hamiltonian, H = H, — f(H)X
gives rise to a particular case, where z(f) = z(¢) = (I/me)%f(t). We shall show that if the forcing
terms are zero in the distant past and distant future and the system is initially in the ground-state,
the amplitude to stay in this state is

©Piers Coleman 2011

(O &~ [ dEOb ' 00l ) = exp [ﬂ' f did/ A(0G(t - 1)1 (6.26)

where G(t — 1) = —i6(t — t')e~*~") is our first example of a one particle “Green’s function”. The
importance of this result, is that we have a precise algebraic result for the response of the ground-
state to an arbitrary force term. Once we know the response to an arbitrary force, we can, as we
shall see, deduce the n-th ordered moments, or correlation functions of the Bose fields.

Remarks:

e The time-ordered exponential is an example of a “functional”: a quantity which is a function
of a function (in this case, z(¢) and z(¢)). With this result we can examine how the ground-state
responds to an arbitrary external force. The quantity G(r — ¢’) which determines the response
of the ground-state to the forces, z(f) and Z(¢), is called the “one particle Green’s function”,
defined by the relation

G(t — ') = =i 0ITh(t)b" ()]0). (627)

We may confirm this relation by expanding both sides of (6.26) to first order in z and z. The
left hand side gives

1+ (=) f dtdt’ ZOITb(Ob ())0).2(1') + OF, 2) (6.28)
whereas the right-hand side gives
1-i f did? Z(0G(t - 1')z(t) + OF, %) (6.29)
By comparing the coefficients, we are able to confirm the above relation.

117

bk . pdf

June 28, 2011

e By expanding the time-ordered exponential as a power-series in z and Z, we find that the n-th
order term is

( n")" f " ]_1[ dt,d3(1,)2(t) x coeft (6.30)
where
coeff = G(1,...m; 1 ...1") = (=Y OITh(1) ... b () ... b (1)) (631)

is called the n-particle Green’s function. Here we have used the conventient notation r = ¢,,
r’ = t;.. By expanding the right-hand-side, we find that the corresponding coefficient of z and
Z is given by the sum over all possible ways of connecting initial times {r’} with final times
{r} by a single-particle Green’s function,

GA,...m 1 n)—Zl—[G(r—P’ (6.32)

aresult known as Wick’s theorem. It is a remarkable property of non-interacting systems, that

the n-particle Green’s functions are determined entirely in terms of the one-particle Green

functions. In (6.32) each destruction event at time ¢, = r is paired up with a corresponding

creation event at time zP = P;. The connection between these two events is often called a
“contraction”, denoted as follows

=

(=0)™|T...b(r) ... (P))...|®) =G(r—P)x (=)' O|T... |0y  (633)

Notice that since particles are conserved, we can only contract a creation operator with a
destruction operator. According to Wick’s theorem, the expansion of the n-particle Green
function in (6.31) is carried out as a sum over all possible contractions, denoted as follows

G(l..‘n’):ZG(l - P)GQ2-Py)...Gr—P)...
P

-

= D (=) ™(GITB(B(2) ... b(r) ... b (PL) ... B (P)) ... B (P)) ... |¢) (639

P

Physically, this result follows from the identical nature of the bosonic quanta or particles.
When we take the n particles out at times 7, ...1,, there is no way to know in which order
we are taking them out. The net amplitude is the sum of all possible ways of taking out the
particles- This is the meaning of the sum over permutations P.
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e This result can be generalized to an arbitrary number of oscillators by replacing (z, z) —
(zr,Zr), Whereupon

(O[T exp [—i f dz[z,mh,(z)+bﬁ<z>zr<z>]] 0)

= exp [—i f " dtdt'Z,(t)Gm(t—t/)zs(t’)] (6.35)

where now, G(f — 1) = —i{0|Tb,()b" ((')0) = —i8,50(t — 1)~ ~)  and summation over

repeated indices is implied. This provides the general basis for Wick’s theorem.

e The concept of a generating functional can also be generalized to Fermions, with the proviso
that now we must use replace (z,z) by anticommuting numbers (17, 77).

Proof: To demonstrate this result, we need to evaluate the time ordered exponential
o
( 0 |Texp [—i f di[z(t)b(1) + b (1)z(D)]|0) (6.36)
_1

where b(f) = be®" and b'(r) = bTe™. To evaluate this integral, we divide up the interval 7 € (71, 1,)
into N segments, t € (t; — At/2,7; + At;) of width At = (t, — #;)/N and write down the discretized
time-ordered exponential as

Sy = e AN A AT (6.37)
where we have used the short-hand notation,
Ay = =id(t)b(t,)Ar,
Al = b )T (6.38)

To evaluate the ground-state expectation of this exponential, we need to “normal” order the exponen-
tial, bringing the terms involving annihilation operators ¢”" to the right-hand side of the expression.
To do this , we use the result

P = Pl b2 (6.39)

_AT AT _ +
to separate N 5 oA pAr gl ARATI2 and the related result

e = PP (6.40)

to commute the ¢ to the right, past terms of the form e A's, ehre™A's = ¢=ATspAre 1AnA"S] | Thege
expressions hold if [a, 8] commutes with @ and 8! . We observe that in our case,

[Ar, AT,] = ATZ(r)z(Tg)e ™) (641)

ITo prove this result consider f(x) = e*ePe=. First, df/dx = ¢**[&, ePle=*". By expanding ¢ as a power series,
one can confirm that [ft,eﬁ] = [ft,ﬁ]eﬁ, provided [@,ﬁ] commutes with[i It follows that d f /dx = e*‘?[&,ﬁ]e‘ge"‘a. Now
provided [@,B’] also commutes with @&, then e [&,E] = [&,ﬁ]e‘“, so it follows that df/dx = [Ex,ﬁ]f(x) Since [&,E]
commutes with with f[x], the solution to this equation is simply f[x] = ¢1*/1£[0] = 1P Setting x = 1, it follows
that f(1) = e*ePe® = ¢l®1eP from which e?¢f = efeel¥,
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is a c-number, so we can use the above theorem. We first normal order each term in the product,
writing e ~A'r = = A'reAre~IARATI2 o that

Sy =e Aoty g ATt pm DlAnAT 2 (6.42)
Now we move the general term e to the right-hand side, picking up the residual commutators
along the way to obtain
St

—— . 1
Sy = ZrAeR A expl- Y 4, AT)(1 - 50rs)]; (6.43)

rzs

where the ¢, term is present because by Eq. (6.42), we get half a commutator when r = s. The
vacuum expectation value of the first term is unity, so that

. 1
S = Jim exp- Y APEEIAr e I - 25|
S<r
5 . §
= exp[— f drd7'Z(T)0(T — T')e T )z(‘r')], (6.44)
hn

where the 6, term contributes a term of order At ftlfz dtlz(t)[> O(AT) to the exponent that vanishes
in the limit AT — 0. So placing G(r — ') = —if(t — T")e T,

S(tr,11) = exp[—z’fz drdt'7(1)G(t — t’)z(‘r’)] (6.45)

Finally, taking the limits of the integral to infinity, we obtain the quoted result.

i

a8

p(r)

o4t B

TH2 xfes)

Figure 6.3: Probability p(7T) for an oscillator to remain in its ground-state after exposure to an
electric field for time T, illustrated for the case V/hiw = 1.
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Example 6.1: A charged particle of charge g, mass m is in the ground-state of a harmonic
potential of characteristic frequency w. Show that after exposure to an electric field E for a time
T, the probability it remains in the ground-state is given by

p = exp[—4g” sin*(wT/2)] (6.46)
where the coupling constant
Viprin
&= (6:47)
hw

is the ratio between the potential energy Vipring = G*E?/(2mw?) stored in a classical spring
stretched by a force gE and the quantum of energy 7iw.

Solution: The probability p = [S(T,0)?, to remain in the ground-state is the square of the
amplitude

S(1.0) = (GITe b VOUg), (6.48)
Notice, that since we explicitly re-introduced 7 # 1, we must now use
V(n) qE®@)
L= = x(0) (6.49)

(b +b"), we

can recast V in terms of boson creation and annihilation operators as V(t)/h = zZ(t)b(t)+b' (1)z(1),

where,
N / h - _ '—Lb
(D) =7() = — V2 qE(t) = 7 o(t).

Here V = ;1:52 is the potential energy of the spring in a constant field £ Using the relationship

derived in (6.45), we deduce that

in the time-ordered exponential, where E(7) is the electric field. Writing x =

(6.50)

S(T,0)=e¢
where the phase term

T
A= [ dndrznG(n -z
0

and G(1) = —ie”"'¢(¢) is the Green function. Carrying out the integral, we obtain

T
A = —imf dz‘ffdt’e"""“"')=—E+2—Ve_i“’r/zsin£
nJo s n o Z
VT sin(wT) 2V wT
- ‘7[ -S| () (G50

The real part of A contains a term that grows linearly in time, ReA ~ —VT/h giving rise to
uniform growth in the phase of S(7') ~ ¢V7/"|S(T,0)| that we recognize as a consequence of
the shift in the ground-state energy of the oscillator E, %"‘ — V in the applied field. The
imaginary part determines the probability to remain in the ground-state, which is given by

4V T
P =IS(T,0)P = Al = exp (- = sin? 2.
hw 2

demonstrating the oscillatory amplitude to remain in the ground-state (Fig. 6.3).
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6.2 Green’s Functions

Green’s functions are the elementary response functions of a many body system. The one particle
Green’s function is defined as

Gaw(t = 1) = =iy 4 ()l (6.52)

where |¢) is the many body ground-state, ¢,(¢) is the field in the Heisenberg representation and

Y ) @t >1)

T2 syt <) s

{ Bosons (6.53)

Fermions

defines the time-ordering for fermions and bosons. Diagramatically, this quantity is represented as
follows

Mt Xt

Gu-1)= - (6.54)

Quite often, we shall be dealing with translationally invariant systems, where A denotes the mo-
mentum and spin of the particle A = po. If spin is a good quantum number, (no magnetic field, no
spin-orbit interactions), then

Gioxo (t = 1) = 650 S0 G(K, 1 — 1) (6.55)

is diagonal, ( where in the continuum limit, Sy — (27)P?6P)(k — k’)). In this case, we denote
X

Gk, 1 = 1) = =i (W 1o () = ( ———— (6.56)
We can also define Green'’s function in co-ordinate space,
G(x =X, 1) = =T Yo (x. 0 o (x 1)) (657)
which we denote diagramatically, by
G(x—-X,1) = (x) - xt) (6.58)

By writing ¢/s(x.7) = [ Y™™, we see that the co-ordinate-space Green’s function is just the
Fourier transform of the momentum-space Green’s function:

Sy Gk, 1—1")

§ o T
fk R T O o O

&k _—
Gk,t ik-(x—x")
f @ Ot

It is also often convenient to Fourier transform in time, so that

Gx-x',1 =

(6.59)

Gk, 1) = f h ‘;—;’G(k, w)e ! (6.60)

—00
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The quantity

Gk ,w) = f diG(k, )™’
_ ko

(6.61)

is known as the propagator. We can then relate the Green’s function in co-ordinate space to its
propagator, as follows

Fkdw
Qny*

KTy (x, 00 (X, 1)p) = Gk, w)e/ I &x)=e=)] (6.62)

6.2.1 Green’s function for free Fermions

As a first example, let us calculate the Green’s function of a degenerate Fermi liquid of non-
interacting Fermions in its ground-state. We shall take the heat-bath into account, using a Heisen-
berg representation where the heat-bath contribution to the energy is subtracted away, so that

H=H,-pN = ) ac'otio. (663)
o
is the Hamiltonian used in the Heisenberg representation and e = % — p. The ground-state for a
fluid of fermions is given by
w =[] c'wlo (6.64)
olkl<k;

In the Heisenberg representation, ¢’ () = €/%¢Tyr, Cio (1) = €%y For forward time propaga-
tion, it is only possible to add a fermion above the Fermi energy, and

SoarSie e M N Plekrckald)
= SOl — m)e &) (6.65)

(Pleka (e 1o (1))

where ng = 6(lkp| — |k|). For backward time propagators, it is only possible to destroy a fermion,
creating a hole, below the Fermi energy

(Bl e ()ekrDIB) = S Siarmge™ ) (6.66)

so that
Gk, 1) = —i[(1 — m)B(1) — nkb(—1)]e~"" (6.67)

can be expanded as

—ifk|-kpe " (t>0) “electrons”
Gk, = (6.68)
ie‘kf‘,‘k‘e’[“" (t<0) “holes”: electrons moving backwards in time
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This unification of hole and electron excitations in a single function is one of the great utilities of
the time-ordered Green’s function. 2
Next, let us calculate the Fourier transform of the Green’s function. This is given by

cnvgnce factor

00 . —
Gk,w) = —i f dtef = e [ek_kF (1) — O, —10(—1)
| - Ok—kp Okr—k ] 1
- _ _ = 6.69
'[6—i(w—ek) Stilw—a)l  w-—ea+id ©69)
where 0 = sign(k — kp). The free fermion propagator is then
1 k,m

Gkw)=————= ‘- 6.70
( w) w — € + 0k ( )

The Green’s function contains both static, and dynamic information about the motion of particles in
the many-body system. For example, we can use it to calculate the density of particles in a Fermi
gas

G = D W ot = = D (T (x,070 o (x, 0)l6)

= 28 + DG, 0 heo (6.71)

where S is the spin of the fermion. We can also use it to calculate the Kinetic energy density, which
is given as follows

" "2
@) = 5= > W Vi) =

V2 5
2 (AT Yo (2,070 o (X 0)l6)
o x—x'=0
2v72

= i@2S+1) %G(x, 0) (6.72)

x=0

2 According to an aprocryphal story, the relativistic counterpart of this notion, that positrons are electrons travelling
backwards in time, was invented by Richard Feynman while a graduate student of John Wheeler at Princeton. Wheeler
was strict, allowing his graduate students precisely half an hour of discussion a week, employing a chess clock as a timer
at the meeting. Wheeler treated Feynman no differently and when the alloted time was up, he stopped the clock and
announced that the session was over. At their second meeting, Feynman apparently arrived with his own clock, and at the
end of the half hour, Feynman stopped his own clock to announce that his advisor, Wheeler’s time was up. During this
meeting they discussed the physics of positrons and Feynman came up with the idea that that a positron was an electron
travelling backwards in time and that there might only be one electron in the whole universe, threading backwards and
forwards in time. To mark the discovery, at the third meeting Dick Feynman arrived with a modified clock which he had
fixed to start at 30 minutes and run backwards to zero!
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Example 6.2: By relating the particle density and kinetic energy density to one-particle Green’s
function to the particle density, calculate the particle and kinetic energy density of particles in a
degenerate Fermi liquid.

(k<ky)

z=¢,+i 0

Solution: We begin by writing (p(x)) = —i(2S + 1)G(6, 07). Writing this out explicitly we
obtain

&k

<p<x>>:(2S+1>f—[ !

dw ;s
e 673
e |) 2’ o—a+ i ()

where the convergence factor appears because we are evaluating the Green’s function at a small X X X X X XX X X X X X

negative time —d. We have explicitly separated out the frequency and momentum integrals.

The poles of the propagator are at w = e — i0 if k > kp, but at w = ¢ + 6 if k < kp, as N
illustrated in Fig. 6.4. The convergence factor means that we can calculate the complex integral \
using Cauchy’s theorem by completing the contour in the upper half complex plane, where \
the integrand dies away exponentially. The pole in the integral will only pick up those poles .
associated with states below the Fermi energy, so that 7= Sk -1 6

dw s 1

—e Y =0, 6.74

i’ w—eariog M ©79 (k>kF)
and hence

=S +1 P _ o5 4V 6.75
p=@ ety @M @< )(2”)3 G2 Figure 6.4: Showing how the path of integration in (6.74) picks up the pole contributions from the

. L L occupied states beneath the Fermi surface.
In a similar way, the kinetic energy density is written

31 1212
Tx) = @S+1) f @ k3 e [ f ﬂeim ; Since there are no bosons present in the ground-state, boson destruction operators annihilate the
(2”213 err;lz & 273” 6t 0k ground-state |¢). The only terms contributing to the Green function are then
= @25S+1) S o = 5P (6.76) ‘
ity @) 2m —i(¢ITbg(b'(O)) = —ib(D)e ™',
—UPITH_4(b—q(0)Ig) = —ib(=1)e ', (6.79)
so that
6.2.2 Green’s function for free Bosons
D(q.1) = —i Dd(—q. D) = —i 0(r)e™ " + G(—r)e' ! 6.80
As a second example, let us examine the Green’s function of a gas of non-interacting bosons, de- @.7) RS e l2qu[ (De (=net™] ( )
scribed by
) 1 . . . .
H= Z wql b oba + 5] 6.77) If we Fourier transform this quantity, we obtain the boson propgator,
q o
where physical field operator is related to a sum of creation and annihilation operators: D(q,v) = j: dte™"" D(q, 1)
h 1 1
= iq:x = —i— _ +— (6.81)
¢(x) p ¢q¢ 2mwq [6 —i(v—wq) O+i(v—wq)
by = L[b +b 4] (6.78) or
q 2mwq q q
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2wq

D)= S |7 = g~ 107

s Bose propagator (6.82)

2mwq

Remarks:

e Note that the bose propagator has two poles at v = +(w — i§). You can think of the bose
propagator as a sum of two terms, one involving a boson emission, that propagates forwards
in time from the emitter, a second involving boson absorption that propagates backwards in
time from the absorber,

emission absorption

1 1

DY) = g |7 = (@a =) T V= (wg =) 6.83)

e We shall shortly see that amplitude to absorb and emit bosons by propagating fermions is
directly related to the Boson propagator. For example, when there is an interaction of the
form

Hiw =g f d*xp(x)p(x) (6.84)

The exchange of virtual bosons between particles gives rise to retarded interactions,

2
V@J—/ﬁ:%DmJ—fx (6.85)

whereby a passing fermion produces a the potential change in the environment which lasts a
characteristic time At ~ 1/w, where w, is the characteristic value of wq. From the Fourier
transform of this expression, you can see that the time average of this interaction, proportional

to D(q,v = 0) = ——L is negative: i.e. the virtual exchange of a spinless boson mediates an
”1(1.1;]

attractive interaction.

6.3 Adiabatic concept

The adiabatic concept is one of the most valuable concepts in many body theory. What does it mean
to understand a many body problem when we can never, except in the most special cases, expect to
solve the problem exactly? The adiabatic concept provides an answer to this question.

Suppose we are interested in a many body problem with Hamiltonian H, with ground-state [¥)
which we can not solve exactly. Instead we can often solve a simplified version of the many body
Hamiltonian H, where the ground-state I‘?g) has the same symmetry as [¥,). Suppose we start in
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Figure 6.5: Illustrating the evolution of the Hilbert space as the Hamiltonian is adiabatically evolved.
In the first case, the ground-state can be adiabatically evolved all the way to 4 = 1. In the second
case, a phase transition occurs at A = A., where a previously excited state, with a different symmetry
to the ground-state crosses below the ground-state.

the ground-state [¥,), and now slowly evolve the Hamiltonian from H, to H, i, if V = H — H,, we
imagine that the state time-evolves according to the Hamiltonian

H(t) = H,+A1)V
A = e (6.86)

where 6 is arbitrarily small.

As we adiabatically evolve the system, the ground-state, and excited states will evolve, as shown
in Fig. 6.5. In such an evolution process, the energy levels will typically show “energy level
repulsion”. If any two levels get too close together, matrix elements between the two states will
cause them to repel one-another. However, it is possible for states of different symmetry to cross,
because selection rules prevent them from mixing. Sometimes, such an adiabatic evolution will lead
to “level crossing”, whereby at A = 1. when some excited state i, with different symmetry to the
ground-state, crosses to a lower energy than the ground-state. Such a situation leads to “spontaneous
symmetry breaking”. A simple example is when a Ferromagnetic ground-state becomes stabilized
by interactions.

In general however, if there is no symmetry changing phase transition as the interaction V is
turned on, the procedure of adiabatic evolution, can be used to turn on “interactions”, and to evolve
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the ground-state from q’g to ¥y

These ideas play a central role in the development of perturbation theory and Feynman diagrams.
They are however also of immense qualitative importance, for the physics of adiabatically related
ground-states is equivalent. Adiabatic evolution defines an equivalence class of ground-states with
the same qualitative physics. The adiabatic principle was first employed with great success in the
fifties. Gell Mann and Low used it to prove their famous relation linking non-interacting, and in-
teracting Green’s functions[1]. Later in the fifties, Landau[2, 3, 4] used the adiabatic idea in a
brilliantly qualitative fashion, to formulate his theory of interacting Fermi liquids, which we exam-
ine in detail in the next chapter.

6.3.1 Gell-Man Low Theorem

Suppose we gradually turn on, and later, gradually turn- off an interaction V so that
V() = e MV(0) (6.87)

acquires its full magnetitude at t=0 and vanishes in the distant past and in the far-future. The
quantity 74 = €' sets the characteristic “switch-on time” for the process. Adiabaticity requires
that we ultimately let € — 0, sending the switch-on time to infinity 74 — co. When we start out
at t = —oo, the ground-state is | — co), and the interaction and Heisenberg representations coincide.
If we now evolve to the present in the Heisenberg representation, the states do not evolve, so the
ground-state is unchanged

@i = | = 0), (6.88)

and all the interesting physics of the interaction V is encoded in the the operators. We would like to
calculate the correlation or Green’s functions of a set of observables in the fully interacting system.
The Gell-Mann Low theorem enables us to relate the Green’s function of the interacting system to
the Green’s functions of the non-interacting system at t = —co. The key result is

(ITAG)B(2) - .. R(1)ld) 1

(+oolT'S [0, ~co] A1) B(12) . . . R(ty)| = e0)y

S[oo, —c0] = Texp[—if V(l')dt'] (6.89)

where the subscript H and / indicate that the operators, and states are to be evaluated in the Heisen-
berg and interaction representations, respectively. The state | + co) = S (o0, —c0)| — 00) corresponds
to the ground-state, in the interaction representation in the distant future. If adiabaticity holds, then
the process of slowly turning on, and then turning off the interaction, will return the system to its

original state, up to a phase, so that | + co) = 20| — o). We can then write €2 = (—oo|c0), so that
so that
(ool = €200 = (6.90)
(=00 + o)
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and the Gell-Mann Low formula becomes

—o0|T'S [00, —c0]A(t1)B(t2) . .. R(t,)| — 0
(GITAMB() .. Rty = TS0 —OlAW)B(). . Rt )| = o) ©91)

(=00S [e0, —00]| — c0)

Remarks:

o With the Gell-Mann Low relation, we relate the Green’s function of a set of complex operators
in an interacting system, to a Green’s function of a set of simple operators multiplied by the
S-matrix.

e The Gell-Mann Low relation is the starting point for the Feynman diagram expansion of
Green’s functions. When we expand the S-matrix as a power-series in V, each term in the
expansion can be written as an integral over Green’s functions of the non-interacting problem.
Each of these terms corresponds to a particular Feynman diagram.

o When we expand the vacuum expectation value of the S-matrix, we will see that this leads to
“Linked Cluster” diagrams.

Proof: To prove this result, let U(r) = S (¢, —0) be the time-evolution operator for the interaction
representation. Since the interaction, and Heisenberg states coincide at t = —oco, and |) does not
evolve with time,

i) = UDm) (6.92)

Since UOAp(OWu) = AiOWi(t)) = Ai()U®lywu), the relation between operators in the two
representations must be

An() = U (0A(U (D) (6.93)
Suppose 1] > 1, > t3...1,, then using this relation we may write
S(t1,t2) S(tr-1,tr)
(BIAM) ... RW)Ip)r = (—oolUT (1) A1) Ut)U (1) ... Uty )UT (1) Ri(t) U (1,)] = o)

where we have identified |¢)y = [—o0). Now S (71, 1) = U(t YU (ty) is the operator that time evolves
the states of the interaction representation, so we may rewrite the above result as

81— $(1y-09)
—_——

- —
OIA@) ... R(t)I0)y = (=eo] U'(11) Ai(t)S (11, 12) ... S -1 1R (1) U(ty) | = 0)

where we have replaced U(f) — S(t, —o0). Now S (o0, #)S (#;,—00)| — 00) = |oo) and since S is a
unitary matrix, S (co, )S (c0,7;) = 1, so multiplying both sides by S (co, 1), S (], —0)| — 00) =
§¥(c0,11)|c0) and by taking its complex conjugate,

(=00l (11, —00) = (00]S (00, 11) (6.94)
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Inserting this into the above expression gives,
OIA() ... R(1)0)y = (+00lS (00, t)A[(11)S (11, 12) - .. S (tr—1, 1 )R (1)S (17, —00)| — ©0)
Finally, since we assumed #; >, > .. .7, we can write,
(DIT[AN) ... Rt)]Ip)n = (+0oIT[S (00, —00)A;(11)By (1) . . . Ri(1:)]| — 00) (6.95)

Although we proved this expression for a particular time-ordering, it is clear that if we permute the
operators the time-ordering will always act to time-order both sides, and thus this expression holds
for an arbitary time-ordering of operators.

6.3.2 Generating Function for Free fermions
The generating function derived for the harmonic oscillator can be generalized to free fermions by

the use of “anticommuting” or Grassman numbers 7 and 7. The simplest model is

H = ec'c } (6.96)

V(r) (0@ + cfOn)

The corresponding Generating functional is given by

Sl = <¢\Texp(—i f dr[fz(z>c<z>+c*(r>n<r>]) 9y = exp [—i f d1d27(1G(1 - 2(2)
G(1-2)

—iITe()c’(2)|p) (697)

where |¢) is the ground-state for the non-interacting Hamiltonian. To prove this result, we use the
same method as used for the harmonic oscillator. As before we split up the S matrix into N discrete
time-slices, writing

Sy =N AN eAA M (6.98)
where

() (=ice )AL,
n(t)ic e )AL (6.99)

Ar

Ay

The next step requires a little care, for when € < 0, |¢) = ¢0) is the vacuum for holes / = ¢', rather
than particles, so that in this case we need to “anti-normal order” the § matrix. Carrying out the
ordering process, we obtain

A5 A exp[_ Sl Ar AT (1 - %5”)] (€>0)
Sy= (6.100)

e T exp| 5[ AT - $5,0] (€<0)
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When we take the expectation value (@|S y|¢), the first term in these expressions gives unity. Calcu-
lating the commutators, in the exponent, we obtain

[, AL] = APl e i)l 0
= APR)e. ¢ e )e
APt (ts)]e ), (6.101)

( Notice how the anticommuting property of the Grassman variables 7(7,)n(ts) = —n(t)7(t,) means
that we can convert a commutator of [A,, A,] into an anticommutator {c, ¢'}.) Next, that taking the
limit N — co, we obtain

exp [— f b drdf' (D0t — t’)n(t’)e-ff("”)] (€ >0)

S{i,n) = (6.102)
exp [ f drdt j(T)e(! — z)n(T')e'ff("”] (e<0)

)

By introducing the Green function,
G(t) = =i[(1 = f(€)O() - f(€)O(-1)] ™™
we can compactly combine these two results into the final form
S(tr, 1) = exp[—if didi' (DGt — () |. (6.103)

A more heuristic derivation however, is to recognize that derivatives of the generating functional
bring down Fermi operators inside the time-ordered exponential,

0

1 $ - (\NPA
l(srgt)(tﬁ\TS---ltﬁ) = (TS (@)...19)
i&fy(r)@‘TS gy = LTS ). . 1) (6.104)
where § =T exp [—i fdt’ (ﬁ(t’)c(t’) + c”(t')n(t'))] so that inside the expectation value,
.6 = N
l@ = ¢'(n
i% = (), (6.105)

and A
oIS _ (@ITc (HS1)

o)~ (¢1S19)
where § = T exp [—i f V(t’)dt’]‘ Here, we have used the Gell-Mann Low theorem to identify the

quotient above as the expectation value for ¢(1) in the presence of the source terms. Differentiating
one more time,

i

= (' (1)), (6.106)

pp ISt (PTe@c (DSIg)  (GITe)S19) GITC (DS 19)
67(2)on(1) (#151¢) (41516 (41516
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(Te@)c (1) = (@)X (1))

(T6e()6c (1)), (6.107)

This quantity describes the variance in the fluctuations 6¢(2) = ¢(2) — (¢P(2)) of the fermion

field about their average value. When the source terms 7 and 7 are introduced, they induce a finite

(Grassman) expectation value of the fields {c(1)) and (c"(1)) but the absence of interactions between

the modes mean they won’t change the amplitude of fluctuations about the mean, so that

e 6271n S0
on(2)én(1)

and we can then deduce that

InS[A, gl = —i f d1d27(2)G2 - D).

( = (Te(e' @), ., =G -2),

7. 1=0

(6.108)

There is no constant term, because S = 1 when the source terms are removed, and we arrive back
at (6.97).

The generalization of the generating functional to a gas of Fermions with many one-particle
states is just a question of including an appropriate sum over one-particle states, i.e

H = Yacc }

= 6.109

V() = Zamaedn + el ona (6109
The corresponding Generating functional is given by
Sl = (dITexp|-i f d1 ) ia(Deal) + cﬂ(nm(l)} )
1
= exp|-i), f d1d27,(1)GA(1 ~ 2>m<2>]
1
Ga1-2) = —i{@ITca(Dc"1(2)l¢) (6.110)
Example 6.3: Show using the generating function, that in the presence of a source term,
(ca(D)) = fd2Gx(l = 2)m(2). (6.111)

Solution: Taking the (functional) derivative of (6.110) with respect to 7,, from the left-hand
side of (6.110), we obtain
sStmul _
ona(l)

—i@|Tc (1) exp [—i fdtV(l)] ) (6.112)
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so that
oS i oSyl (@Tca)exp[i [div()]ig) ey 6113
- == - = =(c X .
(D Sl 61D (g7 exp i [div(n)] 1) !
Now taking the logarithm of the right-hand side of (6.110), we obtain
iln Sl = Z fdler_u(l)GA(l e (6.114)
T
so that S
B [ 26,0 - i) 6.115)
ona(r)
Combining (6.113) with (6.115) we obtain the final result
(ca(D)) = fde/i(l -2m2) (6.116)

June 28, 2011

6.3.3 The Spectral Representation

In the non-interacting Fermi liquid, we saw that the propagator contained a single pole, at w = &.
What happens to the propagator when we turn on the interactions? Remarkably it retains its same
general analytic structure, excepting that now, the single pole divides into a plethora of poles, each
one corresponding to an excitation energy for adding, or removing a particle from the ground-state.
The general result, is that

Gkw) =)

1

M(k)|?
% (6.117)
w— € +10)

where 8, = dsign(e,) and the total pole strength

DlIMP =1 6.118)
A

is unchanged. Notice how the positive energy poles of the Green function are below the real axis at
€, — i, while the negative energy poles are below the real axis, preserving the pole structure of the
non-interacting Green’s function.

If the ground-state is an N particle state, then the state |A) is either an N + 1, or N — 1 particle
state. The poles of the Green function are given by related to the excitation energies £y — E, > 0
according to

() €N +1))

| Ex-Eg>0
61—{ g (DeN-1) ° (6.119)

~IX(Ey—Eg) <0
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and the corresponding matrix elements are

Acksld), () € IN + 1)),
My(k) = (6.120)
(Aekolp), (2 € IN = 1)).

Notice that the excitation energies E, — E; > 0 are always positive, so €; > 0 measures the energy
to add and electron, while €; < 0 measures —1X the energy to create a hole state.

In practice, the poles in the interacting Green function blur into a continuum of excitation ener-
gies, with an infinitesimal separation. To deal with this situation, we define a quantity known as the
spectral function, given by the imaginary part of the Green’s function,

Ak, w) = %ImG(k,w —id), Spectral Function (6.121)
By shifting the frequency w by a small imaginary part which is taken to zero at the end of the
calculation, overriding the 6, in (6.117), all the poles of G(k, w — id) are moved above the real axis.
Using Cauchy’s principle part equation, 1/(x — i) = P(1/x) + ind(x), where P denotes the principal
part, we can use the spectral representation (6.117) to write

Akw) = ) IMRPS - €)
1
= Z[Kﬂﬁkow»ze(w) + (Aekor D) O(-w) 60l ~ (Ea~Eg)  (6.122)
1
where now, the normalization of the pole-strengths means that
f Ak oo = Y MK = 1 (6.123)
- A

Since the excitation energies are positive, Ey — E, > 0 from (6.119) it follows that €, is positive for
electron states and negative for hole states, so

Alk, ) = OW)pe(k, w) + B(-w)p(k, ~w) (6.124)
where
pe(@) = ) KA ko) 5w = (B — Ey) (@>0) (6.125)
a
and
(@) = Y Klleko|$)P8(w = (Eg = E) (@>0) (6.126)
A

are the spectral functions for adding or holes of energy w to the system respectively. To a good
approximation, in high energy spectroscopy, p.x(k, w) is directly proportional to the cross-section
for adding, or removing an electron of energy |w| to the material. Photoemission and inverse photoe-
mission experiments can, in this way, be used to directly measure the spectral function of electronic
systems.
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To derive this spectral decomposition, we suppose that we know the complete Hilbert space of
energy eigenstates {|1)}. By injecting the completeness relation Y’ [1)(1| = 1 between the creation
and annihilation operators in the Green’s function, we can expand it as follows

Gk, 1) = *i[(fl’ICk(r(l)CTkm(O)|¢>9(l) — (@l ko O)cro (D|B)(—1)

1 =1

—— ) —
—i Z[<¢|Ck0(t) IV ¢ i (0)1)00) = (Bl 1o (0) |V i (DI$)O(—1)
A

By using energy eigenstates, we are able to write

Bleke @) = (gle™ cxre™™|2) = (Plexo| e E !
e @lg) = (Ae™ crre ™ |g) = (Ao lpye EEe! (6.127)

Notice that the first term involves adding a particle of momentum K, spin o, so that the state |1) =
IN + 1;Kko) is an energy eigenstate with N + 1 particles, momentum k and spin o. Similarly, in
the second matrix element, a particle of momentum Kk, spin ¢ has been subtracted, so that [1) =
IN = 1; -k — o). We can thus write the Green’s function in the form:

G, = i Z[Mc* kelp)P e EEV () — [Alewalg)e FEV g1,
a

where we have simplified the expression by writing (#|cko|1) = (AlcTko @) and (Acke 1) = (Pl kol d)*.
This has precisely the same structure as a non-interacting Green’s function, except that ¢ — E —E,

in the first term, and g — E, — E, in the second term. We can use this observation to carry out the
Fourier transform, whereapon

_ (Al ol [ Alekeolo)
Gk, w) = ;[w—(& “E)+io  w-(Eq—Ep—io

which is the formal expansion of (6.117).
To show that the total pole-strength is unchanged by interactions, we expand the sum over pole
strengths, and then use completeness again, as follows

D IMk)P?
A

D KA kI + Aok )
P
D (lei DA € irlt) + (@le i IO cirlt)
a
=1

——
(@l {ckors o} 8) = 1 (6.128)
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Example 6.4: Using the spectral decomposition, show that the momentum distribution function
in the ground-state of a translationally invariant system of fermions is given the integral over
the “filled” states

D e kotke) = (@S + 1) f dwA(K, w)

Solution: Let us first write the occupancy in terms of the one-particle Green’s function evaluated
attime £ = 0~
(o) = (Plie @) = —i X =T ek (07)c ks (0)]h) =

Now using the spectral representation, (6.128),

(o) = =iG(k,07) = " Kl ) = D IMy0)PO(-€0)
A A

—iG(k,07),

since [M(K)[? = [{Alcko|p)I* for €; < 0. This is just the sum over the negative energy part of the
spectral function. Now since A(k, w) = 3, IM;(K)[?6(w — €), it follows that at absolute zero,

(-€1)

————
f dok,w) = ) IMuK)P f dws(w=e) = Y IMAPO-€).
- A I A
so that

D) = @S +1) fo ‘%’“’A(k,w).

Example 6.5: Show that the zero temperature Green’s function can be written in terms of the
Spectral function as follows:

Gk, w)—fde

A(k €).

Solution: Introduce the relationship 1 = fdeé(e— (Ey—Eg))and 1 = fd56(6+ (E, - E,)) into
(6.128) to obtain
2 — —
6w = [ e o = B = Ep)
f de—— Z K Alewolp)Po(e + (E = Ey)). (6.129)

Now in the first term, € > 0, while in the second term, e < Onn, enabling us to rewrite this
expression as

Gk, w) = fde

giving the quoted result.

A(k.€)

1
e 2 (A k@) + e 9P =] 6l = (B = Ep).
a
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6.4 Many particle Green’s functions

The n-particle Green’s function determines the amplitude for n-particles to go from one starting
configuration to another:

initial particle positions  final particle positions

e G e —
{1,2"...n"} — {1,2...n} (6.130)
where 1" = (X', '), etc. and 1 = (X, ), etc.. The n-particle Green’s function is defined as
G(1.2,..n 1.2’y = () ITY (DY) ...y () ...y T (1))
and represented diagramatically as
1 r
G2, .m1,2,. .y= 2 2
n n’ (6.131)

In systems without interactions, the n-body Green’s function can always be decomposed in terms
of the one-body Green’s function, a result known as “Wick’s theorem”. This is because particles
propagate without scattering off one-another. Suppose a particle which ends up at r comes from
location P;., where P, is the r-th element of a permutation P of (1,2, ...n). The amplitude for this

process is
G(r-P)) (6.132)
and the overall amplitude for all n-particles to go from locations P} to positions r is then
PG - PHGR-P))...G(n—Py) (6.133)

where { = + for bosons (+) and fermions (-) and p is the number of pairwise permutations required
to make the permutation P. This prefactor arises because for fermions, every time we exchange two
of them, we pick up a minus sign in the amplitude. Wick’s theorem states the physically reasonable
result that the n-body Green’s function of a non-interacting system is given by the sum of all such

amplitudes:
=y | ee-p)

r=ln

G(1,2,..m;1.,2, ... (6.134)
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For example, the two-body Green’s function is given by

G(1,21',2) = G1,1)G(2,2) +G(1,2)G2,1)

1 r

9

2 2

2 2

2 2

The process of identifying pairs of initial, and final states in the n-particle Green’s function is often
referred to as a “contraction”. When we contraction two field operators inside a Green’s function,
we associate an amplitude with the contraction as follows

OIT[...9(1)...%1(2).. ]|J) — (OITR(1)¥"(2)]|0) = iG(1 - 2)
O ¢7(2) ... 01) .. JJ0) — (OT[T(2)¥(1)]0) = +iG(1 - 2)

Each product of Green’s functions in the Wick-expansion of the propagator is a particular “contrac-
tion” of the n-body Green’s function, thus

1
(=)™ OIT[p(1)e(2) ... ¢(n)...4 T (PY) ... T (PY) ... T (P,)]|0)
= PG -P)GQ2-PY)...Gn-P)) (6.135)

where now P is just the number of times the contraction lines cross-one another. Wick’s theorem
then states that the n-body Green’s function is given by the sum over all possible contractions

)Ml T (@) ¢ (m)lg) =

1]
(=D)™OITR(1)9(2) ... 9(n) ... T (PS) ... 4 (PY) ... 4 (P)]|0)

All contractions
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Example 6.6: Show how the expansion of the generating functional in the absence of interac-
tions can be used to derive Wick’s theorem.

6.5 Exercises

1. A particle with S = 1/2 is placed in a large magnetic field B = (B, cos(w), By sin(wr), B,), where
B, >> By.

(a) Treating the oscillating part of the Hamiltonian as the interaction, write down the Schrodinger
equation in the interaction representation.

(b)Find U(t) =T exp[—iH,m(t’)dt'] by whatever method proves most convenient.

(c) If the particle starts out at time 7 = 0 in the state S, = —'5, what is the probability it is in this state
at time t ?

2. (Optional derivation of bosonic generating functional.) Consider the forced Harmonic oscillator
H(t) = wb'b +2(0b + b =(1) (6.136)

where z(#) and Z(7) are arbitrary, independent functions of time. Consider the S-matrix
S1z.z] = (0TS (c0, —00)|0) = <0|Texp(—i f dilz(b(t) + B(z)“‘z(r)])|0>, (6.137)

where b(1) denotes b in the interaction representation. Consider changing the function Z(#) by an
infinitesimal amount

Z2(1) = z(t) + AzZ(t,)0(t — t,), (6.138)
The quantity ASTe sl oS[e s
; [z,2] _ 6S1z2]
A(1)-0  AZ(t,) Z(t,)

is called the “functional derivative” of S with respect to z. Using the Gell-Man Lowe formula (y/(#)|b|y(1)) =

{OIT S (c0,—00)b(1)|0)

OTS (o) PTOVE the following identity

i6InS [2,21/8%(1) = b(r) = (b(r)) = WOIbIY(1)). (6.139)
(ii) Use the equation of motion to show that
%Em = i([H(), b)) = ~ileb(®) + z(0)].
(iii) Solve the above differential equation to show that
b(t) = f B G(t—1)z(t) (6.140)
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where G(t — t') = —i{0|T[b(£)b" (')]|0) is the free Green’s function for the harmonic oscillator.

(iv) Use (iii) and (i) together to obtain the fundamental result

S[z,zZ] = exp [—ifm dtdt'Z(t)G(t — t')z(t') (6.141)

o0

. (Harder problem for extra credit).

Consider a harmonic oscillator with charge e, so that an applied field changes the Hamiltonian H —
H, — eE(1)%, where x is the displacement and E(7) the field. Let the system initially be in its ground-
state, and suppose a constant electric field E is applied for a time 7'.

(i) Rewrite the Hamiltonian in the form of a forced Harmonic oscillator

H(t) = wb'b + ()b + b'z(1) (6.142)
and show that
o wa (T>t>0)
A =20 = { 0 (otherwise) ’ (6.143)

deriving an explicit expression for @ in terms of the field £, mass m, and frequency w of the oscillator.

(ii) Use the explicit form of S (Z,z)
S[z,2] = exp [—i f drdt'z(0)G(t — 1)z(1") (6.144)

where G(r — ') = —i{0|T[b(t)b" ()]|0) is the free bosonic Green-function, to calculate the probability
p(T) that the system is still in the ground-state after time 7. Please express your result in terms of «,
w and T. Sketch the form of p(T) and comment on your result.
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Chapter 7

Landau Fermi Liquid Theory

7.1 Introduction

One of the remarkable features of a Fermi fluid, is its robustness against perturbation. In a typi-
cal electron fluid inside metals, the Coulomb energy is comparable with the electron kinetic energy,
constituting a major perturbation to the electron motions. Yet remarkably, the non-interacting model
of the Fermi gas reproduces many qualitative features of metallic behavior, such as a well-defined
Fermi surface, a linear specific heat capacity, and a temperature-independent paramagnetic suscep-
tibility. Such “Landau Fermi liquid behavior” appears in many contexts - in metals at low temper-
atures, in the core of neutron stars, in liquid Helium-3 and most recently, it has become possible to
create Fermi liquids with tunable interactions in atom traps. As we shall see, our understanding of
Landau Fermi liquids is intimately linked with the idea of adiabaticity introduced in the last chapter.

In the 1950’s, physicists on both sides of the Iron curtain pondered the curious robustness of
Fermi liquid physics against interactions. In Princeton New Jersey, David Bohm and David Pines,
carried out the first quantization of the interacting electron fluid, proposing that the effects of long-
range interactions are absorbed by a canonical transformation that separates the excitations into a
high frequency plasmon and a low frequency fluid of renormalized electrons[? ]. On the other
side of the world, Lev Landau at the Kapitza Low Temperature Institute in Moscow, came to the
conclusion that the robustness of the Fermi liquid is linked with the idea of adiabaticity and the
Fermi exclusion principle[? ].

At first sight, the possibility that an almost free Fermi fluid might survive the effect of interac-
tions seems hopeless. With interactions, a moving fermion decays by emitting arbitrary numbers
of low-energy particle-hole pairs, so how can it ever form a stable particle-like excitation? Landau
realized that a fermion outside the Fermi surface can not scatter into an occupied momentum state
below the Fermi surface, so the closer it is to the Fermi surface, the smaller the phase space available
for decay. We will see that as a consequence, the inelastic scattering rate grows quadratically with
excitation energy € and temperature

Tﬁl(e) oc (62 + nsz)A
In this way, particles at the Fermi energy develop an infinite lifetime. Landau named these long-
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lived excitations “quasi-particles”. “Landau Fermi liquid theory”[? ? ? ? ] describes the collective
physics of a fluid of these quasiparticles.

It was a set of experiments on liquid Helium-3 (*He), half a world away from Moscow, that
helped to crystallize Landau’s ideas. In the aftermath of the Second World War, the availability
of isotopically pure 3He as a byproduct of the Manhattan project, made it possible, for the first
time, to experimentally study this model Fermi liquid. The first measurements were carried at
Duke University in North Carolina, by Fairbank, Ard and Walters. [? ]. While Helium-4 atoms
are bosons, atoms of the much rarer isotope, He — 3 are spin-1/2 fermions. These atoms contain
a neutron and two protons in the nucleus, neutralized by two orbital electrons in a singlet state,
forming a composite, neutral fermion. 3 He is a much much simpler quantum fluid than the electron
fluid of metals:

o without a crystal lattice, liquid > He is isotropic and enjoys the full translational and Gallilean
symmetries of the vacuum.

o 3He atoms are neutral, interacting via short-range interactions, avoiding the complications of
a long-range Coulomb interaction in metals.

Prior to Landau’s theory, the only available theory of a degenerate Fermi liquid was Sommer-
feld’s model for non-interacting Fermions. A key property of the non-interacting Fermi-liquid, is
the presence of a large, finite density of single-particle excitations at the Fermi energy, given by !

(4mp* dp _ mpr
(2nh)3 de, vmpr m2h3

N(©) =2 (7.1

The argument of N(e) is the energy € = E —  measured relative to the chemical potential, u. The
density of states per unit volume, per spin is N(0)/2. A magnetic field splits the “up” and “down”
Fermi surfaces, shifting their energy by an amount —oupB, where o = +1 and up = %;—Z is half the
product of the Bohr magneton for the fermion and the g-factor associated with its spin. The number
of “up” and “down fermions is thereby changed by an amount 6Ny = —=6N| = %N (0)(upB), inducing

a net magnetization M = yB where,

x = pp(Ny = N))/B = pEN(0) (72)

is the “Pauli paramagnetic susceptibility”. For electrons, g ~ 2 and urp = up = 2"’5, is the Bohr
magneton, so the Pauli susceptibility of a free electron gas is ,u%N(O).
In a degenerate Fermi liquid, the energy is given by

1
Kepa 1 1

&(T) = E(T) - uN = Z

ko=+1/2

(73)

Here, we use the notation & = E — uN to denote the energy measured in the grand-canonical
ensemble. The variation of this quantity at low temperatures (where to order 72, the chemical

'Note: In the discussion that follows, we shall normalize all extensive properties per unit volume, thus the density of
states, N(¢€) the specific heat Cy, or the magnetization M, will all refer to those quantities, per unit volume.
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potential is constant ) depends only on the free-particle density of states at the Fermi energy, N(0).
The low temperature specific heat

d& © d 1
Cy = dfT—N(O)j:mdsed—T(rE*_l)
2/3 =y
—_—~—
= NOKAT f md 2 ”—ZN(O)kZ T (74)
- B e i Der+ ) 3 B :

is linear in temperature. Since both the specific heat, and the magnetic susceptibility are proportional
to the density of states, the ratio of these two quantities W = y /v, often called the Wilson ratio or
“Stoner enhancement factor”, is set purely by the size of the magnetic moment:

2
woX :3(LF) as)
Y nkp

Fairbank, Ard and Walters’ experiment confirmed the Pauli paramagnetism of liquid in Helium-
3, but the measured Wilson ratio is about ten times larger than predicted by Sommerfeld theory.
Landau’s explanation of these results is based on the idea that one can track the evolution of the
properties of the Fermi liquid by adiabatically switching on the interactions. He considered a hypo-
thetical gas of non-interacting Helium atoms with no forces of repulsion between for which Som-
merfeld’s model would certainly hold. Suppose the interactions are now turned on slowly. Landau
argued that since the fermions near the Fermi surface had nowhere to scatter to, the low-lying exci-
tations of the Fermi liquid would evolve adiabatically, in the sense discussed in the last chapter, so
that that each quantum state of the fully-interacting liquid Helium-3, would be in precise one-to-one
correspondence with the states of the idealized “non-interacting” Fermi-liquid.[? ]

7.2 The Quasiparticle Concept

The “quasiparticle” concept is a triumph of Landau’s Fermi liquid theory, for it enables us to con-
tinue using the idea of an independent particle, even in the presence of strong interactions; it also
provides a framework for understanding the robustness of the Fermi surface while accounting for
the effects of interactions.

A quasiparticle is the adiabatic evolution of the non-interacting fermion into an interacting en-
vironment. The conserved quantum numbers of this excitation: its spin and its “charge” and its
momentum are unchanged but Landau reasoned that that its dynamical properties, the effective
magnetic moment and mass of the quasiparticle would be “ renormalized” to new values g* and
m* respectively. Subsequent measurements on >He[? ? | revealed that the quasiparticle mass and
enhanced magnetic moment g* are approximately

m = 2.8)mye,
€ = 33Dme)- (7.6)
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These “renormalizations” of the quasiparticle mass and magnetic moment are elegantly accounted
for in Landau Fermi liquid theory in terms of a small set of “Landau parameters” which characterize
the interaction, as we now shall see.

quasi-particle

particle

\

[ e—
INTERACTIONS

hole

quasi-hole

(a) Fermi Liquid (b) Landau Fermi Liquid

Figure 7.1: In the non-interacting Fermi liquid (a), a stable particle can be created anywhere outside
the Fermi surface, a stable hole excitation anywhere inside the Fermi surface. (b) When the inter-
actions are turned on adiabatically, particle excitations near the Fermi surface adiabatically evolve
into “quasiparticles”, with the same charge, spin and momentum. Quasiparticles and quasi-holes
are only well defined near the Fermi surface of the Landau Fermi Liquid.

Let us label the momentum of each particle in the original non-interacting Fermi liquid by p
and spin component o~ = +1/2. The number of fermions momentum 5, spin component o, 1y, is
either one, or zero. The complete quantum state of the non-interacting system is labeled by these
occupancies. We write

Y= |np1<rl» Npyorys - - B (7.7)

In the ground-state, \¥, all states with momentum p less than the Fermi momentum are occupied,
all states above the Fermi surface are empty

o :{ 1 (p < pr) 78)

Ground — state ¥, 0 (otherwise p > pr)
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Landau argued, that if one turned on the interactions infinitely slowly, then this state would evolve
smoothly into the ground-state of the interacting Fermi liquid. This is an example of the adiabatic
evolution encountered in the previous chapter. For the adiabatic evolution to work, the Fermi liquid
ground-state has to remain stable. This is a condition that certainly fails when the system undergoes
a phase transition into another ground-state, a situation that may occur at a certain critical interaction
strength. However, up to this critical value, the adiabatic evolution of the ground-state can take
place. The energy of the final ground-state is unknown, but we can call it Ey.

Suppose we now add a fermion above the Fermi surface of the original state. We can repeat
the the adiabatic switch-on of the interactions, but it is a delicate procedure for an excited state,
because away from the Fermi surface, an electron can decay by emitting low-energy particle-hole
pairs which disipates its energy in an irreversible fashion. To avoid this irreversibility, the lifetime
of the particle 7, must be longer than the adiabatic “switch-on” time 74 = e ! encountered in (6.87),
and since this time becomes infinite, strict adiabaticity is only possible for excitations that lie on the
Fermi surface, where 7, is infinite. A practical Landau Fermi liquid theory requires that we consider
excitations that are a finite distance away from the Fermi surface, and when we do this, we tacitly
ignore the finite lifetime of the quasiparticles. By doing so, we introduce an error of order T;l/ep.
This error can be made arbitrarily small, provided we restrict our attention to small perturbations to
the ground-state.

Adiabatic evolution conserves the momentum of the quasiparticle state, which will then evolve
smoothly into a final state that we can label as:

1
Mo =9

This state has total momentum p, where |p,| > pr and an energy E(p,) > E, larger than the
ground-state. It is called a “quasiparticle-state” because it behaves in almost every respect like a
single particle. Notice in particular, that the the Fermi surface momentum pr is preserved by the
adiabatic introduction of interactions. Unlike free particles however, the Landau quasiparticle is
only a well-defined concept close to the Fermi surface. Far from the Fermi surface, quasiparticles
develop a lifetime, and once the lifetime is comparable with the quasiparticle excitation energy, the
quasiparticle concept loses its meaning.
The energy required to create a single quasiparticle, is

(p <prand p = po. 0 = 00)
(otherwise)

Quasi — particle : Wp o, (7.9)

Ey) = E(po) — E, (7.10)
where the superscript (0) denotes a single excitation in the absence of any other quasiparticles. We
shall mainly work in the Grand canonical ensemble, using & = E — uN in place of the absolute
energy, where yu is the chemical potential, enabling us to explore the variation of the energy at
constant particle number N. The corresponding quasiparticle excitation energy is then

& =Ep —1=8(p) - & (7.11)

Notice, that since [po| > pr, this energy is positive.
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In a similar way, we can also define a “quasi-hole” state, in which a quasiparticle is removed the

Fermi sea,
1
Mo =9

where the bar is used to denote the hole and now, |p,| < pr is beneath the Fermi surface. The energy
of this state is E(p,) = E, — Ep,, since we have removed a particle. Now the change in particle
number is AN = —1, so the the excitation energy of a single quasi-hole, measured in the Grand
Canonical ensemble, is then

(p < pr except when p = po, 0 = 0,)

Quasi — hole : ¥y i, (otherwise)

(7.12)

—=0) _ (0) _ 0)
&, = ~Ep, tu=-g,, (7.13)

i.e the energy to create a quasihole is the negative of the corresponding quasiparticle energy ¢, . Of
course, when |po| < pr. €, < 0 so that the quasihole excitation energy €,  is always positive, as
required for a stable ground-state. In this way, the energy to create a quasihole, or quasiparticle is
always given by |, |, independently of whether p,, is above, or below the Fermi surface.

The quasiparticle concept would be of limited value if it was limited to individual excitations.
At a finite temperature, a dilute gas of these particles is excited around the Fermi surface and these
particles interact. How can the particle concept survive once one has a finite density of excitations?
Landau’s appreciation of a very subtle point enabled him to answer this question. He realized
that the amount of momentum that two particles can exchange in a collision while satisfying the
exclusion principle goes to zero for particles that are on the Fermi surface:

(P1,p2) = (p1 —q,p2 + Q) (q = 0 on Fermi surface.) (7.14)

On the Fermi surface, particles only scatter in the forward direction, so in the low-energy limit, the
number of particles at a given momentum is becomes a constant of the motion. In this way, the
Landau Fermi liquid is characterized by an infinite set of conserved quantities np, so that on the
Fermi surface,

[H, ne] = 0. (p €FS) (7.15)

The challenge is to develop a theory that describes the Free energy F[{np,} and the slow long
distance hydrodynamics of these conserved quantities.

Example 7.1: Suppose [Yo) = [1pi<p, . ¢'pe|0) is the ground-state of a non-interacting Fermi
liquid, where ¢’ creates a “bare” fermion. By considering the process of adiabatically turning
on the interaction, time-evolving the one-particle state CTPWIF S) from the distant past to the
present (¢ = 0) in the interaction representation, write down an expression for the ground-state
wavefunction |) and the quasiparticle creation operator of the fully interacting system.

Solution: The time-evolution operator from the distant past in the interaction representation is
U =Texp [—i f f/,(z)dz]
—oo0
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where V(7) is the interaction operator, written in the interaction representation. If we add a
particle to the filled Fermi sea, and adiabatically time evolve from the distant past to the present,

we obtain
t
OPd'yr 6
—

f g U T
c'poYo) = Uc'po[o) = (Uc'peU") UYo) .

If the adiabatic evolution avoids a quantum phase transition, then
¢y = UIFS)
is the ground-state of the fully interacting system. In this case, we may interpret
a'pe = (UctpoUT)

as the “quasiparticle creation operator”. Note that if we try to rewrite this object in terms of
the original creation operator, 'y, it involves combinations of one fermion with particle-hole
pairs. See section 7.8 for a more detailed discussion.

7.3 The Neutral Fermi liquid

These physical considerations led Landau to conclude that the energy of a gas of quasiparticles
could be expressed as a functional of the quasiparticles occupancies np.-. Following Landau, we
shall develop the Fermi liquid concept using an idealized “neutral” Landau Fermi liquid, like He—3,
in which the quasiparticles move in free space, interacting isotropically via a short range interaction,
forming a neutral fluid.

If the density of quasiparticles is low, it is sufficient to expand the energy in the small deviations
in particle number 6nps = npe — ni,‘:l from equilibrium. This leads to the Landau energy functional
E(inpo) = Elnpe}) — uN. where

1 .
&= 80+ ) (Ep) —1ome + 5 Z oot Otpo Oy (7.16)
P PP
The first order coefficient
o0&
©0) _ 10) —
& = Epr —H = g (7.17)

describes the excitation energy of an isolated quasiparticle. Provided we can ignore spin-orbit in-
teractions, then the total magnetic moment is a conserved quantity, so the magnetic moments of
the quasiparticles are preserved by interactions. In this case, El()(r)r) = El()m — oupB, where ug is the
un-renormalized magnetic moment of an isolated fermion.

The quasiparticle energy can be expanded linearly in momentum near the Fermi surface
Ey’ = v(p - pr) + 4, (7.18)
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where vy is the Fermi velocity at the Fermi energy u¥’, where 10 is the chemical potential in the
ground-state. The quasiparticle effective mass m* is then defined in terms of vy as

dE(O)
vp= 2| = PE (7.19)
dp m*
P=pr
We can use this mass to define a quasiparticle density of states
4np*dp o, _ P dp
N'(@©=2) se-e)=2 | —tble—e)) = S 7.20
© zp] (e ) Gy €~ = o g (7.20)
Using (7.19), it follows that
" mpr
N*(0) = e (7.21)

In this way, the effective mass m* determines the density of states at the Fermi energy: large effective
masses lead to large densities of states.
The second-order coefficients
5%&

Sy = ———— (7.22)
Toowrs Gnpgdny o Styrgn =0

describe the interactions between quasiparticles at the Fermi surface. These partial derivatives are
evaluated in the presence of an otherwise “frozen” Fermi sea, where all other quasiparticle occu-
pancies are fixed. Landau was able to show that in an isotropic Fermi liquid, the quasiparticle mass
m* is related to the dipolar component of these interactions, as we shall shortly demonstrate. The
Landau interaction can be regarded as an interaction operator that acts on a the thin shell of quasi-
particle states near the Fermi surface. If fip, = ¢/ potpo is the quasiparticle occupancy, where ¢,
is the quasiparticle creation operator, then one is tempted to write

1
Hj ~ 5 Z fp(r,p’(r’npunp’(r’-

popo’

Written this way, we see that the Landau interaction term is a “forward scattering amplitude” be-
tween quasiparticles whose initial and final momenta are unchanged. In practice, one has to allow
for slowly varying quasiparticle densities, np,(X), writing

1 R N
Hj ~ Efdsx Z Joop o fipe (Xt o (X).

popo’

where np,(x) is the local quasiparticle density. Using the Fourier transformed density operator
Npo(q) = w’tp_q/ggwmq/zﬁ = fx e'iq”‘npg(x), a more correct formulation of the Landau interaction

18
1
Hp =~ Z fpu,p’(r’ (q)ﬁpu(q)ﬁp’n'(_q)- (723)

pop’ o’ lql<A
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where A is a cutoff that restricts the momentum transfer to values smaller than the thickness of
the shell of quasiparticles. The Landau coefficients for the neutral Fermi liquid are then the zero
momentum limit fyo-pror = fpopror(q = 0). The existence of such a limit requires that the interaction
has a finite range, so that the its Fourier transform at q = 0 is well-defined. This requirement is met
in neutral Fermi liquids, however the Coulomb interaction does not meet this requirement. The
extension of Landau’s Fermi liquid concept to charged Fermi liquids requires that we separate out
the long-range part of the Coulomb interaction - a point that will be returned to later.

Interactions mean that quasiparticle energies are sensitive to changes in the quasiparticle occu-
pancies. Suppose the quasiparticle occupancies deviate from the ground-state as follows np, —
npe + 0npe-. The corresponding change in the total energy is then

o0&
Onpe

= 6o = Epr — 1= e+ ) foorp.o STy (7.24)

po

The second-term is change in the quasiparticle energy induced by the polarization of the Fermi sea.

To determine thermodynamic properties of the Landau Fermi liquid we also need to know the
entropy of the fluid. Fortunately, when we turn on interactions adiabatically, the entropy is invariant,
so that it must maintain the dependence on particle occupancies that it has in the non-interacting
system, i.e.

S = —kp Z[npt,lnnp(r + (1 = npe)In(l = np,)] (7.25)
p.o

The full thermodynamics are determined by the the Free energy F = E—TS = E—uN —TS , which
is the sum of (7.16) and (7.25).

1
F({np(r}) = &) + El(,?)énp[r + E Z fp(rﬁprar5np(r§np,(,.,
po p.p’.oo’
kT Z[nwlnnw + (1 = npe)In(1 = npe)] (7.26)
P.c

Free energy of Landau Fermi Liquid.
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Table. 8.1 Key Properties of the Fermi Liquid .

PROPERTY ‘ NON-INTERACTING | LANDAU FERMI LIQUID ‘
Fermi momentum PF unchanged

Density of particles 2 (‘g )51 unchanged

Density of states N(0) = :’2’; N*(0) = IZZZ’F

Effective mass m m* =m(l + FY)

Specific heat Coefficient

Cv=9yT 7= SKNO) ¥ = SKEN'0)
Spin susceptibility Xs = u2N(0) Xs = 1 }1\]+520)
Charge Susceptibility xc =N(©) xe =13

Sound (wt << 1)

Collective modes - Zero sound (w7 >> 1)

Table 8.1 summarizes the key properties of the Landau Fermi liquid.

7.3.1 Landau Parameters

The power of the Landau Fermi liquid theory lies in its ability to parameterize the interactions in
terms of a small number of multipole parameters called “Landau Parameters”. These parameters
describe how the original non-interacting Fermi liquid theory is renormalized by the feedback effect
of interactions on quasiparticle energies.

In a Landau Fermi liquid in which spin is conserved, the interaction is invariant under spin
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rotations and can in general be written in the form 2
Joowo = fop + fopoo’. (7.27)

The spin-dependent part of the interaction is the magnetic component of the quasiparticle interac-
tion.

In practice, we are only interested in quasiparticles with a small excitation energy, so we only
need to know the values of f;:;, near the Fermi surface, permitting us to set p = prp, p’ = prp’,
where p and p’ are the unit vectors on the Fermi surface. In an isotropic Landau Fermi liquid, the
physics is invariant under spatial rotations, so that interactions on the Fermi surface only depend on
the relative angle 6 between p and p’. We write

fop = F(cost), (cos =p-p). (7.28)

We convert the interaction to a dimensionless function by multiplying it with the quasiparticle den-
sity of states N*(0):
F*%(cos @) = N*(0)f*“(cos 6) (7.29)

These functions can now be expanded as a multipole expansion in terms of Legendre polynomials

F(cos) = )" (21 + DF}P(cos 6). (7.30)
=0

The coeflicients £} and F7 are the Landau parameters. The spin-symmetric components F} parame-
terize the non-magnetic part of the interaction while the spin-antisymmetric F}' define the magnetic
component of the interaction. These parameters determine how distortions of the the Fermi surface
are fed-back to modify quasiparticle energies.

‘We can invert (7.30 ) using the orthogonality relation % L 11 dc Pi(c)Pp(c) = 21+ 1)"6,] s

1
Ff=4 f  de FY(©Pi(e) = (FH(QP(D)g. (.31

where (...) denotes an average over solid angle. It is useful to rewrite this angular average as
an average over the Fermi surface. To do this we note that since 2 )i 6(e) = N*(0), the function

N.L(O)é(ek) behaves as a normalized “projector” onto the Fermi surface, so that

s,a 5,0 ¢ O A 2 s,a
Fi = (FQP@)rs = o ; F4, Pi(cos O p (e ), (732)

2To see that this result follows from spin rotation invariance, we need to recognize that the quasiparticle occupancies
np, we have considered are actually the diagonal elements of a quasiparticle density matrix n,,z. With this modification,
the interaction becomes a matrix fpqg.py, Whose most general rotationally invariant form is

Soagwrm = f (0P )00y + (PP ) o * P

The diagonal components of this interaction recover the results of (7.27)
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. S0 _ A7 s,a
and since Fp«,p/ =N (O)fp.p,,

F=2 Z 178 Py(c0s Op )06 ). (7.33)
<

This form is very convenient for later calculations.

fpg—7p’g" = V(q = O) - V(p - p/>600./

Figure 7.2: Feynman diagrams for leading order contributions to the Landau parameter for an
interaction V(q). Wavy line represents the interaction between quasiparticles.

78

Example 7.2: Use first order perturbation theory to calculate the Landau interaction parameters
for a fluid of fermions with a weak interaction described by

A T T
H= Z Epnpe + 5 Z V(@) p-goC pr+ao Cpro Cpor
po popo’q

where Ej, is the energy of the non-interacting Fermi gas, V(q) = f %e‘[“'rV(r) is the Fourier

transform of the interaction potential V(r) and A << 1 is a very small coupling constant. Hint:
use first order perturbation theory in A to compute the energy of a state

¥ = |np,oys Mpyorys---)

to leading order in the interaction strength A, and then read off the terms quadratic in np,.
Solution:

To leading order in A, the total energy is given by E = (Y|H|¥), or
A
E= Eplips + - > V@RI poqr v o 1. (7.34)
PO pop'o’.q

The matrix element (‘Plc*p,q(,c*pu,q,fcp:g»cpgl‘}') in the interaction term vanishes unless the two
quasiparticle state annihilated by the two destruction operators has an overlap with the two
particle state created by the two creation operators, i.e.

(Ple'p-gr¢ prqo Coo cprl¥) = (P —q, 05D +q,0”1p, 73 P’ poniper
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= (6q:0 — Spap W)np,,n,,g, (7.35)

where the second term occurs when the outgoing state is the “exchange” of the incoming two-
quasiparticle state.

Inserting (7.35) into (7.34), we obtain

Z Eptpr + 5 _ 5 V() = V(P = P g i
prp
enabling us to read off the Landau interaction as

forwor = A[V(g = 0) = V(p — P)oso| + O(2).

It follows that the symmetric and antisymmetric parts of the interaction parameters are

. 1
Fowr A[V(g=0) - EV(P -p)]+ 0
p
fiw = —3V@-P)+ o). (7.36)
Note that

e The Landau interaction is only well-defined if V(g = 0) is finite, which implies that the
interaction is short-ranged.

e The second term in the interaction corresponds to the “exchange” of identical particles.
For a repulsive interaction, this gives rise to an attractive f“. We can represent the inter-
action term by the Feynman diagrams shown in (*#%).

7.3.2 Equilibrium distribution of quasiparticles

Remarkably, despite interactions, the Landau Fermi liquid preserves the equilibrium Fermi-Dirac
momentum distribution. The key idea here is that in thermal equilibrium, the free energy (7.26) is
stationary with respect to small changes dny,- in quasiparticle occupancies, so that

+ O(dnpe?) = 0. (7137)

Npor
SF = onper [ep(, + kBTln( = np(,)
po

Stationarity of the Free energy, F = 0 enforces the thermodynamic identity 6F = 6& — T6S = 0,
or d& = TdS . This requires that the linear coefficient of ¢énp, in (7.37) is zero, which implies that
the quasiparticle occupancy

1
ePer + 1

= f(&0) (7.38)

Npg =
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is determined by Fermi-Dirac distribution function of its energy. There is a subtlety here however,
for the quantity €y, contains the feedback effect of interactions, as given in (7.24)

e+ D forpo My (139)

p'o’

Let us first consider the low temperature behavior in the absence of a field. In this case, as the
temperature is lowered, the density of thermally excited quasiparticles will go to zero, and in this
limit, the quasiparticle distribution function is asymptotically given by

Moo = f(E).

In the ground-state this becomes a step function np,|r-o = 6(— e(o)) 6(/1 E(U)) as expected.
To obtain the specific heat, we must calculate CydT = d& = 3, &, )6np,r At low temperatures,

afed
f(E"‘ )dT so that

- Zg{){g(af(epa)] N(O)f d“(af(s))’

po

Onpy =

where, as in (7.4) the summation is replaced by an integral over the density of states near the Fermi
surface. Apart from the renormalization of the energies, this is precisely the same result obtained in

(7.4), leading to
272

——BN*0) (7.40)

Cy =T, Y=

74 Feedback effects of interactions

One can visualize the Landau Fermi liquid as a deformable sphere, like a large water droplet in
zero gravity. The Fermi sphere changes shape when the density or magnetization of the fluid is
modified, or if a current flows. These deformations act back on the quasiparticles via the Landau
interactions, to change the quasiparticle energies. These feedback effects are a generalization of
the idea of a Weiss field in magnetism. When the feedback is positive, it can lead to instabilities,
such as the development of magnetism. A Fermi surface can also oscillate collectively about its
equilibrium shape. In a conventional gas, density oscillations can not take place without collisions.
In a Landau Fermi liquid, we will will see that the interactions play a non-trivial role that gives
rise to “collisionless” collective oscillations of the Fermi surface called “zero sound” (literally zero-
collision sound), that are absent in the free Fermi gas[? ].

To examine the feedback effects of interactions, let us suppose an external potential or field is
applied to induce a polarization of the Fermi surface, as illustrated in Fig. 7.3. There are various
kinds of external field we can consider - a simple change in the chemical potential

Sepy = —Oi (741)
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which will induce an isotropic enlargement of the Fermi surface, the application of a magnetic field,

€0y = —orB. (7.42)

which induces a spin polarization. We can also consider the application of a vector potential which
couples to the quasiparticle current

5, =-A- %, (743)
in a translationally invariant system. Notice how, in each of these cases, the applied field couples to
a conserved quantity (the particle number, the spin and the current), which is unchanged by interac-
tions. This means that the energy associated with the application of the external field is unchanged
by interactions for any quasiparticle configuration {np.}, which guarantees that the coupling to the
external field is identical to that of non-interacting particles. This is the reason for the appearance
of the unrenormalized mass in (7.43). For each of these cases, there will of course be a feedback
effect of the interactions that we now calculate.

From (7.24) the change in the quasiparticle energy will now contain two terms - one due to
direct coupling to the external field, the other derived from the induced polarization dnp, of the
Fermi surface

Sepr = O6gr + . Foopo Oy (7.44)

po’

In this case, the equilibrium quasiparticle occupancies become
Npo = (e + 6epr) = FE) + 1 (6))56per- (7.45)

As the temperature is lowered to zero, the derivative of the Fermi function evolves into a delta
function —f’(€) ~ d(¢), so that the quasiparticle occupancy is given by

(0)

Tper Onper
0 0
Npo = 9(—61(, )) + [_6(51() ))65p(r] . (7.46)

Onps = —6(51(,0))651,0. represents the polarization of the Fermi surface, which will feed back into the
interaction (7.44) as follows

e = ~5(eyVepr

0
O€pr = 655,; + Z Jpop'oOnp .

vo
The resulting shift in the quasiparticle energies must then satisfy the self-consistency relation:

Sepr = Segy = ¥ fropord(e o6y, (7.47)

po’
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This feedback process preserves the symmetry of the external perturbation, but its strength in a
given symmetry channel depends on the corresponding Landau paramater. Thus, isotropic charge
and spin polarizations of the Fermi surface shown in Fig 7.3(a) and Fig 7.3(b) are fed back via the
isotropic charge and magnetic Landau parameters Fj and F{j. When the quasiparticle fluid is set
into motion at velocity i, this induces a dipolar polarization of the Fermi surface, shown in (Fig
7.3 (¢)), which is fed-back via the dipolar Landau parameter F'}. This process is responsible for the
renormalization of the effective mass.

Figure 7.3: Illustrating the polarization of the Fermi surface by (a) a change in chemical potential to produce
a isotropic charge polarization (b) application of a magnetic field to produce a spin polarization and (c) the
dipolar polarization of the Fermi surface that accompanies a current of quasiparticles. The Landau parameter
governing each polarization is indicated on the right hand side.

Consider a change in the quasiparticle potential that has a particular multipole symmetry, so that
the “bare” change in quasiparticle energy is

el = vi¥u(D) (7.48)

where Yj,, is a spherical harmonic. The renormalized response of the quasiparticle energy given by
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(7.47) must have the same symmetry, but will have a different magnitude #:
O€pr = 11Yim(P). (7.49)

When this is fed back through the interaction, according to (7.47 ), it produces an additional shift
in the quasiparticle energy of given by ¥\po fpoporOnpor = —F1;Yin(P) (see exercise below), so
that the total change in the energy is given by dey = (vj = F ;'tI)YI,,,(f)). Comparing this result with
(7.49), we see that

1= (v = Fj1). (7.50)

This is the symmetry resolved version of (7.47). Consequently?,

— i
IREY

1 (7.51)

We may interpret # as the scattering t-matrix associated with the potential v;. If £} > 0 is repul-
sive, negative feedback occurs which causes the response to be suppressed. This is normally the
case in the isotropic channel, where repulsive interactions tend to suppress the polarizability of the
Fermi surface. By contrast, if F} < 0, corresponding to an attractive interaction, positive feed-
back enhances the response. Indeed, if F} drops down to the critical value F} = -1, an instability
will occur and the Landau Fermi surface becomes unstable to a deformation - a process called a
“Pomeranchuk” instbality.

A similar calculation can be carried out for a spin-polarization of the Fermi surface, where the
shift in the quasiparticle energies are

Ses) = Vi VimD),  Sepr = 1 Yin(P)

Now, the spin-dependent polarization of the Fermi surface feeds back via the spin-dependent Landau
parameters so that
a

1
ﬁ=T:;? (752)

V

The isotropic response (I = 0) corresponds to a simple spin polarization of the Fermi surface. If
spin interactions grow to the point where Fj = —1, the Fermi surface becomes unstable to the
formation of a spontaneous spin polarization: this is called a “Stoner” instability, and results in
ferromagnetism.

Example 7.3: Calculate the response of the quasiparticle energy to a charge, or spin polariza-
tion with a specific multipole symmetry.

*Note: in Landau’s original formulation[? ], the Landau parameters were defined without the normalizing factor
(21 + 1) in (7.58). With such a normalization the F; are a factor of 2/ + 1 larger and one must replace F; — zIITFf in
(7.51)
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1. Consider a spin-independent polarization of the Fermi surface of the form
Srtpr = ~11¥i(P) X 5(&5”)
where Y, () is a spherical harmonic. Show that the resulting shift in quasiparticle ener-
gies is given by
S€pr = —11F} Yin(D).

2. Determine the corresponding result for a magnetic polarization of the Fermi surface of

the form

Snpe = ~ 1] Yy (P) X 3(ey”)

Solution:

According to (7.24), the change in quasiparticle energy due to the polarization of the Fermi
surface is given by

Sepr = Z . — (7.53)
p’ﬂ'/
Substituting 6np, = —1;Y;u(P) X 5(6:)0)), then
O6pr = =11 ) | Foorpt .o V(D) X (L), (7.54)
<

Decomposing the interaction into its magnetic and non-magnetic components forpo = f*(P
P) + oo’ f4(p - p’), only the non-magnetic survives the spin summation, so that

Sepr = =112 )" F(B - B)Yin(B) X (€. (7.55)
8

Replacing the summation over momentum by an angular average over the Fermi surface

dQy
(0) * P
2;5(%,)—>N (0)f — (7.56)
we obtain
. ay o,
b = ~1xN'O) [ SPGB
[ o
= 1 [ SEPG 8 (1.57)
T

Now we can expand the interaction in terms of Legendre polynomials, which can, in turn be
decomposed into spherical harmonics

Fi(cos6) = Y 2L+ DFP(p- ) =47 )| F{Yin(®)Y, (") (758)
1 Lm

When we substitute this into (7.56) we may use the orthogonality of the spherical harmonics to
obtain

01 1O’ m
S = 13 FiYim(®) [ 0 i 0¥ @)
I'm’
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= —0F) Yiu(p). (7.59)

For a spin-dependent polarization, 6np, = ~t/0Yi (f))é(sﬁo)) it is the magnetic part of the inter-

action that contributes. We can generalize the above result to obtain

O6pr = 0t} X F} Yim(P).

7.4.1 Renormalization of Paramagnetism and Compressibility by interactions

The simplest polarization response functions of a Landau Fermi liquid are its “charge” and spin
susceptibility.

10N 1 oM
=5 Xs= T g

V ou V 0B
where V is the volume. Here, we use the term “charge” density to refer to the density response
function of the neutral Fermi liquid. These responses involve an isotropic polarization of the Fermi
surface. In a neutral fluid, the bulk modulus x = _V% is directly related to the charge suscepti-

Xe

bility per unit volume, x = ;TZ, where n = N/V is the particle density. Thus a smaller “charge”
susceptibility implies a stiffer fluid. 4

‘When we change the apply a chemical potential or a magnetic field, the “bare” quasiparticle
energies respond isotropically.

el = SEN) — 6p = —oppB - 6. (7.60)

Feedback via the interactions renormalizes the response of the full quasiparticle energy
O€pr = =T AJEB — A0 (7.61)
Since these are isotropic responses, the feedback is transmitted through the / = 0 Landau parameters

1

A = ——
1+ng

A = . 7.62

¢ TRy (7.62)

When we apply a pure chemical potential shift, the resulting change in quasiparticle number is
ON = A.N*(0)du, so the “charge” susceptibility is given by
N*(0)

= A.N* = .
Xe = AN(0) T+ Fy

(7.63)

“In a fluid, where —9F/0V = P, the extensive nature of the Free energy guarantees that F = —PV, so that the Gibbs
free energy G = F + PV = 0 vanishes. But dG = —SdT — Ndu + VdP = 0, so in the ground-state Ndu = VdP and hence
k=-V % v =N %},\w but i = u(N/V) is a function of particle density alone, so that —N du| o M) f where

davin TV aNly
n = N/V. It follows that k = ;f
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Typically, repulsive interactions cause Fj > 0, reducing the charge susceptibility, making the fluid
“stiffer”. In *He, F =10.8 at low pressures, which is roughly ten times stiffer than expected, based
on its density of states.

A reverse phenomenon occurs to the spin response of Landau Fermi liquids. In a magnetic field,
the change in the number of up and down quasiparticles is 6ny = —n; = ’%N*(O)ypB‘ The resulting
change in magnetization is M = up(ény —on)) = /l;yZFN*(O)B, so the spin susceptibility is

2
N*(0)
I
Xs = AsppN"(0) = 1+ Fg . (7.64)
There are a number of interesting points to be made here:

e The “Wilson” ratio, defined as the ratio between y/vy in the interacting and non-interacting
system, is given by
X
G)_

G, R

In the context of ferromagnetism, this quantity is often referred to as the “Stoner enhance-
ment factor” In Landau Fermi liquids with strong ferromagnetic exchange interactions be-
tween fermions, £ is negative, enhancing the Pauli susceptibility. This is the origin of the
enhancement of the Pauli susceptibility in liquid He — 3, where W ~ 4. In palladium metal
Pd, W = 10 is even more substantially enhanced[? ].

e When a Landau Fermi liquid is tuned to the point where Fj — —1, y — oo leading to a
ferromagnetic instability. This instability is called a “Stoner instability”: it is an example of
a ferromagnetic quantum critical point - a point where quantum zero-point fluctuations of the
magnetization develop an infinite range correlations in space and time. At such a point, the
Wilson ratio will diverge.

7.4.2 Mass renormalization

Using this formulation of the interacting Fermi gas, Landau was able to link the renormalization of
quasiparticle mass to the dipole component of the interactions F}. As the fermion moves through the
medium, the backflow of the surrounding fluid enhances its effective mass according to the relation

m'=m(1+F;). (7.65)

Another way to understand quasiparticle mass renormalization, is to consider the current carried by
a quasiparticle. Whether we are dealing with neutral, or physically charged quasiparticles, the total
number of particles is conserved and we can ascribe a particle current current vi = pr/m” to each
quasiparticle. We can rewrite this current in the form

backflow
F.Y
Pr Pr Pr 1
_br_ Pr _rr . 7.66
vE m* m m (1 + Ff) ( )

bare current
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The first term is the bare current associated with the original particle, whereas the second term is
backflow of the surrounding Fermi sea (Fig. 7.4 ).

3K

Backflow
_P (L)
m \1+F7
Figure 7.4: Backflow in the Landau Fermi liquid. The particle current in the absence of backflow is

P

T F
L Backflow of the Fermi liquid introduces a reverse current — (ﬁ) P
1

“Mass renormalization” increases the density of states from N(0) = Z5¢ — N*(0) = “1- e

it has the effect of compressing the the spacing between the fermion energy levels, which increases
the number of quasi-particles that are excited at a given temperature by a factor m*/m: this enhances
the linear specific heat.

c,="cy 7.67)
m

where Cy is the Sommerfeld value for the specific heat capacity. Experimentally, the specific heat
of Helium-3 is enhanced by a factor of 2.8, from which we know that m* ~ 3m.

Landau’s original derivation depends on the use of Gallilean invariance. Here we use an equiv-
alent derivation, based on the observation that backflow is a feedback response to the dipolar distor-
tion of the Fermi surface which develops in the presence of a current. This enables us to calculate the
mass renormalization in an analogous fashion to the renormalization of the spin susceptibility and
compressibility, carried out in (7.4) and (7.4.1), except that now we must introduce the conjugate
field to current - that is, a vector potential.

To this end, we imagine that each quasiparticle carries a conserved charge ¢ = 1, and that
the flow of quasiparticles is coupled to a “fictitious” vector potential gA = Ay. The microscopic
Hamiltonian in the presence of the vector potential is then given by

| o
HAN] = ) f = () |V = An) 0o ) + ¥ (7.68)

where V contains the translationally invariant interactions. Notice that effect of Ay is to change
the momentum of each particle by —Ay, so that H[Ay] is in fact, the Hamiltonian transformed into
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Gallilean reference frame moving at speed u = Ay/m. Landau’s original derivation did infact use
the Gallilean equivalence of the Fermi liquid to compute the mass renormalization.

Since the vector potential Ay is coupled to a conserved quantity - the momentum, we can treat it
in the same way as a chemical potential or magnetic field. The linear term in Ay in the total energy
is 6H = —Ay - % where P is the conserved total momentum operator. For a non-interaction system
the change in the total energy for a small vector potential at fixed particle occupancies np,- is

P
oE = oty = - Ay = - Z(% - AN per- (7.69)

m
po

Provided the momentum is conserved, this is also the change in the energy of the interacting Fermi
liquid, at fixed quasiparticle occupancy, i.e. without backflow. In this way, we see that turning on
the vector potential changes

6 — )+ 5el) (7.70)
where
6% = -2 Ay = —ayPE coso. .71
m m

Here, 6 is the angle between the vector potential and the quasiparticle momentum. Thus the vector
potential introduces a dipolar potential around the Fermi surface. Notice how the conservation of

momentum guarantees it is the bare mass m* that enters into 65@?,.
Now when we take account of the feedback effect caused by the redistribution of quasiparticles
Ay
in response to this potential, the quasiparticle energy becomes Ep_4a = @ 22‘?) . Here, the replace-

ment of p — p—gAy = p — Ay is guaranteed because the quasiparticle carries the same conserved
charge ¢ = 1 as the original particles. In this way, we see that in the presence of backflow, the
change in quasiparticle energy

Sepr =~ Ay = Ay 2L coso. (1.72)
m

P
involves the renormalized mass m™.

Since the vector potential induces a dipolar perturbation to the Fermi surface, using the results
from section (7.4), we conclude that backflow feedback effects involve the spin symmetric / = 1
Landau Parameter, £ (7.51),

1 0)
S6por = ( . ) bel (1.73)
1+Fy) P
Inserting (7.71) and (7.72) into this relation, we obtain

1

m
T 1T s (7.74)
m 1+ Fy

orm* =m(l + FY).
Note that:
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e The Landau mass renormalization formula relies on the conservation of particle current when
the interactions are adiabatically turned on. In a crystal lattice, although crystal momentum
is still conserved, particle current is not conserved and at present, there is no known way
of writing down an expression for 651(,?,) and dep,- in terms of crystal momentum, that would
permit derivation of a mass renormalization formula for electrons in a crystal.

e Since F{ = N*(0)f] involves the renormalized density of states N*(0) = m;#, the renor-
malized mass m™ actually appears on both sides of (7.65). If we use (7.31 ) to rewrite
F = %N(O)fl‘, where N(0) = ":% is the unrenormalized density of states, then we can
solve for m* in terms of m to obtain:

B m

R T (7.75)

This expression predicts that m* — oo at N(0)f;' = 1, i.e that the quasiparticle density of
states and hence the specific heat coefficient will diverge if the interactions become too strong.
This possibility was first anticipated by Neville Mott, who predicted that in presence of large
interactions, fermions will localize, a phenomonon now called a “Mott transition”.

There are numerous examples of “heavy electron” systems which lie close to such a localization
transition, in which m}/m, >> 1. Quasiparticle masses in excess of 1000m, have been observed via
specific heat measurements. In practice, the transition where the mass diverges is usually associated
with the development of some other sort of order, such as antiferromagnetism, or solidification.
Since the phase transition occurs at zero temperature, in the absence of thermal fluctuations, it is an
example of a “quantum phase transition”. Such mass divergences have been observed in a variety of
different contexts in charged electron systems, but they have also been observed as a second-order
quantum phase transition, in the solidification of two-dimensional liquid Helium-3 Mott transition.

7.4.3 Quasiparticle scattering amplitudes

In 8.3 we introduced the quasiparticle interactions fysp ¢ as the variation of the quasiparticle energy
€po With respect to changes in the quasiparticle occupancy 6ny,-, under the condition that the rest
of the Fermi sea stays in its ground-state

1
=——|F'Pp-p)+od FiPp-p 7.76
=yl e ) (1.76)
o
The quantity fyo.pov can be regarded as a bare forward scattering amplitude between the quasipar-
ticles. It proves very useful to define the corresponding quantities when Fermi sea is allowed to
respond to the original change in quasiparticle occupancies, as follows:
O€per 1 [
o = —— = ——|A*(P-P) + o AP - P’ 7.77
[ Sy NO) (P-p)+od’A%Pp-p) (7.77)
Microscopically, the quantities apsp s correspond to the t-matrix for forward-scattering of the
quasiparticles. These amplitudes can decoupled in precisely the same way as the Landau interaction
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(7.58),

A%cosf) = 2(21 + DAY Py(cos )

1
4r Z A Y)Y, (B, (@ =(s.a)) (1.78)

Lm

These two sets of parameters are also governed by the feedback effects of interactions:

(03
AY = Fi (@ =s,a) (7.79)
P+ Fy

The derivation of this relation follows closely the derivation of relations (7.51) and (7.52); we
now repeat the derivation by solving the “Bethe Salpeter” integral equation that links the scattering
amplitudes. The change in the quasiparticle energy is

55}10‘ = fplr'p,(r,(inp,“., + fpo.yp//(r//(snp//[rw, (7.80)
D )
where the second term is the induced polarization of the Fermi surface (7.46 ), 6ny» o = —6(51(:,),) )oe€y o
so that
0
Sepr = oo Oy = Y foorprord(E)oeyo. (7.81)

po”

Substituting depe- = dpoproONp o+ then dividing through by 6ny+, we obtain

Apopo’ = Jpopor = Z fpmp”o-”fs(f'(,(/]r) apopor (7.82)

plo”

This integral equation for the scattering amplitudes is a form of Bethe-Saltpeter equation relating
the bare scattering amplitude f to the t-matrix described by a.

Now near the Fermi surface, we can decompose the scattering amplitudes using (7.76) and
(7.77), while replacing the momentum summation by an angular integral 3 ,» — %N *(0) f de” f %
so that this equation becomes

dQygy
A7) = Fo ) - [ SR p0a6 ) 783

If we decompose F and T in terms of spherical harmonics using (7.58) and (7.78) in the second
term, we obtain

de’” AR SINAQ I AN
2 T PIATRT P =
O Oy [ (477)

dQp N . .
= (47{)2 Z F;YA‘;lem(f))fTify;n(p//)Yl,m,(p//) Y;, @)

ImJl'm’
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Figure 7.5: Showing the geometry associated with quasiparticle scattering 1 + 2 — 3 + 4. The
momentum transfered in this process is ¢ = |ps — pi1| = 2prsin6/2cos¢/2. P = p1 + p2 is the
total incoming momentum. Landau parameters determine “forward scattering” processes in which

$=0.

= @m ) FPATY®)Y;, () = ) QL+ DFJATP(b- D) (7.84)
1

Im

Extracting coefficients of the Legendre Polynomials in (7.83), then gives A} = F}' — FA} from

which the result
(03

1
A =5 7 (@ =s,a) (7.85)

follows. The quasiparticle processes described by these scattering amplitudes involve no momentum
transfer between the quasiparticles. Geometrically, scattering processes in which q = 0 correspond
to a situation where the momenta of incoming and outgoing quasiparticles lie in the same plane.
Scattering processes which involve situations where the plane defined by the outgoing momenta is
tipped through an angle ¢ with respect to the incoming momenta, as shown in Fig. 7.5 involve a
finite momentum transfer ¢ = 2p|sin 6/2 sin ¢/2|. Provided this momentum transfer is very small
compared with the Fermi momentum, i.e ¢ << 1 then one can extend the t-matrix equation as
follows

Fo(q)

A?’(q) = Tf’(q)

(g << pp). (7.86)
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It is important to realize however, that Landau Fermi liquid theory is however, only really reliable
for those processes where ¢ ~ 0 is small.

7.5 Collective modes

The most common collective mode of a fluid or a gas is “sound”. Conventional sound results from
collisions amongst particles which redistribute momentum within the fluid - as such, sound is a
“low-frequency” phenomenon that operates at frequencies much smaller than the typical quasipar-
ticule scattering rate 77!, i.e w << 77! or wr << 1. One of the startling predictions of Landau
Fermi liquid theory, is the existence of a collionless collective mode that operates at high frequen-
cies wt >> 1, “zero sound”. Zero sound is associated with collective oscillations of the Fermi
surface and it does not involve collisions. Whereas conventional sound travels at a speed below
the Fermi velocity, zero-sound is “supersonic” traveling at speeds in excess of the Fermi veloc-
ity. Historically, the observation of zero-sound in liquid He-3 clinched Landau Fermi liquid, firmly
establishing it as a foundation of fermionic many-body physics.

Let us now contrast “zero ” and “first” sound. Conventional sound is associated with oscillations
in the density of a fluid, and hydrodynamics tells us that

K K
u% === —
p mn

where p = mn is the density of the fluid and x = —Vg—ﬁ is the bulk modulus. From our previous

discussion, k = )’%’ and y. = N*(0)/(1 + Fg), so the velocity of first sound in a Fermi liquid is given
by

2 m o
' mye T mN*(0)

" (1+F)

2 *
Replacing n = ;’TFZ, N*(0) = =5, and m = m* /(1 + F}) we obtain

vZ
ul = {(1 +F)(1+F}) (787)

In the non-interacting limit, u; = vg/ V3 is smaller than the Fermi velocity.

To understand of zero-sound we need to consider variations in the quasiparticle distribution
function np(x, £). Provided that the characteristic frequency w and wavevector g of these fluctuations
are much respectively smaller than the Fermi energy w << er and the Fermi wave-vector ¢ << kg
respectively, then fluctuations in the quasiparticle occupancy can be treated semi-classically, and

this leads to a Boltzmann equation
Dnyo

o = ll{npef]
where
Dn on,
D];U' — al;‘T +X~Vxnpg-+p'vpnp0' (7.88)
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is the total rate of change of the quasiparticle occupancy ny.(X, 1), taking into account the movement
of quasiparticles through phase space. I is the collision rate. In a semi-classical treatment, the rate
of change of momentum and position are determined from Hamilton’s equations p = —Vxe, and
X = V&, so that

Dnyy  Onpy
Dt~ ot

+ Vp& - Vxripor — Vxé&po - Vplipe (7.89)

We now consider small fluctuations of the Fermi surface defined by
np(x, 1) = f(e))) + €N ey, (7.90)

where ay- is the amplitude of the fluctuations. Now the terms contributing to the total rate of change
Dny/ Dt are of order O(wdn), whereas the collision term /[n] ~ O(t~'6n) is of order the collision
rate 77!, In the high frequency limit, wt >> 1 the collision terms can then be neglected, leading to
the collisionless Boltzmann equation:

Onpe
ot

+ Vp& - Varips — Vx€po - Vpnpe = 0. (7.91)

For small periodic oscillations in the Fermi surface, the first two terms in (7.91) can be written

a’lpo-
ot

iq-X—iwt

+ Vp&p - Vxiipy = —i(w — Vi - Q)apee

In the last term of (7.91), the position dependence of the quasiparticle energies derives from inter-
actions

fopu' = Z f fpa’.p’o"vxnp’,o-’
o VP

iqear-ior 3 f —— (7.92)
o’ P

Replacing Vpnp, = %V}:, the collisionless Boltzmann equation becomes:

d
(W= VF - Qaps +Vr - q (—dfi) ; j;, Joowo Qo =0 (7.93)

For a mode propagating at speed u, w = ug. If we express ve.q = vpqcos 6, and write the mode
velocity as a factor s times the Fermi velocity, u = svr, then this becomes

d
(s = cos bp)aps + cos b (—d—f) Z f Joopopo =0 (7.94)
€l Iy

We see that the fluctuations in occupancy associated with a zero-sound mode, aps = 7-(P) (—%)

are proportional to the energy derivative of the Fermi function, and thus confined to within an energy
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scale T of the Fermi surface. The function 7, (p) describes the distribution around the Fermi surface,
and this function satisfies the self-consistent relation

cos 6, dQy .,
1 ® = 3 o) > f o Fprpr e () (7.95)
o’
For spin-independent zero-sound waves, the right-hand side only involves F** and can be written
cos f dQy
0= = ) T Feen®) (7.96)

To illustrate the solution of this equation, consider the case where the interaction is entirely
isotropic and spin-independent, so that the only non-vanishing Landau parameter is £ In this case,
the angular function is spin-independent and given by

_ cos(6)
() = AS — cos(6)

where A is a constant. Substituting this form into the integral equation, we obtain the following
formula for s = u/vp,

A:fl dcosd cosO AFS :AF(‘E

—1+51n(”1)

1 2 s—cosO 2 s—1
so that | |
K s+
Eln(i) -1= F—S. (7.97)

For large s, the function on the Lh.s. behaves vanishes asymptotically as 1/(3s%), and since the rh.s.
vanishes at large interaction, £, it follows that for large interaction strength the zero-sound velocity
is much greater than vp,

ié
3
For small interaction strength, s — 1, and the zero-sound velocity approaches the Fermi velocity.

Experimentally, zero sound has been observed through a variety of methods. Low frequency
zero sound couples directly to vibrations at the wall of the fluid, and can be detected directly as a
propagating density mode. Zero sound can also be probed at higher frequencies using neutron and
X-ray scattering. Neutron scattering experiments find that at high frequencies, the zero sound mode
enters back into the particle-hole continuum, where, as a damped excitation, it acquires a “roton”
minimum similar to collective modes in bosonic 4-He.

u=svp =vp (Fy>>1). (7.98)

7.6 Charged Fermi Liquids: Landau-Silin theory
One of the most useful extensions of the Landau Fermi liquid theory is to charged Fermi liquids,
which underpins our understanding of electrons in metals. Charged Fermi liquids present an addi-

tional challenge, because of the long-range Coulomb interaction. The extension of Landau Fermi
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liquid theory to incorporate the long-range part of the Coulomb interaction was originally made by
Silin[? ? ]. In neutral Fermi liquids, the existence of well-defined Landau interaction parameters
depends on a short-range interaction V(q) with a well-defined zero momentum limit ¢ — 0 (see also
example 8.2). Yet the long-range Coulomb interaction V(q) = #ZZ is singular as ¢ — 0. Charged
quasiparticles act as sources for an electric potential which satisfy Gauss’ law

V2op == > onpe(x) Polarization field (7.99)

€ P

The field Ep = —V¢p that this produces polarizes the surrounding quasiparticle fluid to form a
“polarization cloud” around the quasiparticle which screens its charge, so that the net interaction
between screened quasiparticles has a finite range. Nevertheless, this poses a subtle technical prob-
lem for screening requires a collective quasiparticle response, yet the Fermi liquid interactions are
determined by variation of the quasiparticle energy in response to a change in quasiparticle occu-
pancy against an otherwise frozen (and hence unpolarized) Fermi sea:

6Ep4r (x)

fpa‘,p’o”(x X/) =
' énP/U’(X/) Oy

g =0
In a frozen Fermi sea, the quasiparticle interaction must then be unscreened at large distances,
forcing it to be singular as ¢ — 0.

The solution to this problem was proposed by Silin in 1957. Silin proposed splitting the electric
potential ¢ produced by charged particles into two parts: a long range classical polarization field ¢p
considered above, and a short-range, fluctuating quantum component

B(X) = pp(X) + 6¢o(x) (7.100)

The quantum component is driven by the virtual creation of electron hole pairs around a charged
particle. These processes involve momentum transfer of order the Fermi momentum pf, are hence
localized to within a short distance of order the quasiparticle de Broglie wavelength A ~ h/pp
around the quasiparticle. Silin proposed that these virtual fluctuations in the electric potential intro-
duce a second, short-range component to the quasiparticle interactions. Silin’s theory isolates the
polarization field as a separate term, so that the quasiparticle energy is written

Epor(X) = 5;0) + edp(X) + Z Toopror O o (X) (7.101)
p'o’
In momentum space, the change in the quasiparticle energy is given by
65})0‘(‘]) =e¢dp(q) + Z fp(r.p'o-’(snp’a"(q)
p'o’

<

However, Gauss’ law implies that e¢(q) = g’

we see that

Yo Onyo(q). Combining these results together,

e
65pu(q) = Z (J + fpzr.p’cr/) 6np’(r’ (q)

po’
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In other words, the effective interaction takes the form (see Fig. 7.6)

Long range interaction
from polarization field

—_—
2

. e ~
fprr,p’(r’ ((I) = ﬁ + fp‘r,p’rr’ (7.102)
0q
Short-range residual in-

teraction

x—x7]

Figure 7.6: Interactions of a charged Fermi liquid. The short-range part of the interaction results
from quantum fluctuations of the polarization field (see exercise 8.2?). The long range component
of the interaction derives from the induced polarization field around the quasiparticle.

There are a number of points to emphasize about Silin’s theory:

e When the interaction is decomposed in terms of (q-dependent) Landau parameters, the singu-
lar interaction only enters into the / = 0, spin symmetric component; all the other components
are determined by fpopo, SO that

2N*(0)

Fi(g@) = of S0 + F} (7.103)

and Fy = F}.

e The Landau-Silin theory can be derived in a Feynman diagram formalism. In such an ap-
proach, the short-range part of the interaction is associated with multiple scattering off the
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Coulomb interaction.

o The short-range interaction fppr is a quantum phenomenon, distinct from classical “Thomas-
Fermi” screening of the quasiparticle charge, which result from the polarizing effects of the
long-range, 1/g> component of the interaction.

To illustrate this last point, let us calculate the linear response of the quasiparticle density
Sp(q) = xe(q)du(q) to a slowly varying chemical potential su(x) = du(q)e'd™, where y.(q) is the
charge susceptibility. In a neutral Fermi liquid, for ¢ << pp, the long-wavelength density response
is determined by y.(q) = x,, where

_ N0
"T1+F}
as found in eq. (7.63). In the charged Fermi liquid, we replace F}; — F(q) = "zg;ﬁ“) + F$, which

gives

N*(0) X
Xe(Q) = AN 0) | s = X”KZ = :2
1+(qu +Fy) 14-‘72 1+WX”

where «* = é,\/,, defines a “Thomas Fermi” screening length [7r = x~!. At large momenta g >>
(distances x << IrF), the response is exactly that of the neutral fluid, but at small momenta g << «,
(distances x >> Irr), the charge density response is heavily suppressed.

Historically, the Landau Silin approach changed the way of thinking about metal physics. In
early many body theory of the electron gas, the singular nature of the Coulomb interaction was a pri-
mary focus, and many body physics in the 1950s was in essence the study of quantum plasmas. With
Landau Silin theory, the long-range Coulomb interaction becomes a secondary interest, because this
component of the interaction is unrenormalized and can be added in later as an afterthought. This is
a major change in philosophy which shifts our interest to the short-range components of the quasi-
particle interactions. In essence, the Landau Silin observation liberates us from the singular aspects
of the Coulomb interaction, and enables us to treat the physics of strongly correlated electrons as a
close companion to other neutral Fermi systems.

Example 7.4: Calculate the scattering t-matrix in Landau-Silin theory to display the screening
effect of the long range interaction.

Solution:

If we introduce a small modulation in the quaisparticle occupancy at momentum p’, while
“freezing” the rest of the Fermi sea, then the change in the quasiparticle energies will pick up a
modulation given by

36, (@) = fop @y (q) (7.104)

e

where f; = (mq~ + fl‘; P,) is the spin symmetric part of the interaction. (For convenience we
temporarily drop the spin indices from the subscripts). If we now allow the quasiparticle sea to

2
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polarize in response to the this change in energy, the change in quasiparticle energies will take
the form
Sey(q) = ap,p (Q)5ny (q) (7.105)

where a’ is the screened quasiparticle interaction to be calculated. At low momenta q in an
isotropic system, both f and a can be expanded in spherical harmonics, as in (7.58), by writing

4

hv@ = g L @Yn®)Y,®),
1
4.
Gy @ = TG DA @YY B, (7.106)
1

For very small q, we can solve for the relationship between 7} and F; using the methods of
section (7.4.3), which gives

. Fi(q)
Ajlq) = ———
1+ Fi(q)
But from (7.103), the q dependence only enters into the / = 0 component of the spin-symmetric

2N*(0)

scattering, where Fo(q) = e Fj so that

N*(0) = 2 =
A ot RIAEY ey
o) = N 5 =
1+ =50 4 7y &+ 4% 0

where Ag“"’”" = 175 is the / = O scattering t-matrix of the equivalent neutral Fermi liquid. Since
o

all other components are unchanged by the long-range Coulomb interaction, it follows that the

interaction t-matrix of the charged Fermi liquid is a sum of the original neutral interaction, plus

a screened Coulomb correction:

2

+ glrevtra) (7.107)

Apopo(q) = WW oo

Note how the residual “Coulomb” part of the t-matrix is heavily suppressed when F, © becomes
large.

7.7 Inelastic Quasiparticle Scattering

7.71 Heuristic derivation.

In this section we show how the Pauli exclusion principle limits the phase for scattering of quasi-
particles in a Landau Fermi liquid, giving rise to a scattering rate with a quadratic dependence on
excitation energy and temperature

1
— o« [é2 + 7*T2).
z
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The dominant decay mode of a quasiparticle is into three quasiparticles. There are also higher order
processes that involve a quasiparticle decaying into a quasiparticle, and n particle-hole pairs:

2n

2n+1

2n+2

We’ll see that the phase space for these higher order decay processes vanishes with a high power of
the energy (cc €1, allowing us to neglect them relative to the leading process at low temperature
and energy. For our discussion, we will denote a hole in the quasiparticle state j as j, denoting the
quasihole energy by & = —¢; > 0. By the Golden Rule, the rate of decay into n particle-hole pairs
is

2r -
Topt1(er) ~ % Z la(1;2,3,...,2n+ 2)‘25[61 —-EB+ra+&- -+ eann)l (7.108)

232042
&.630

where a(1;2,3,...2n + 1) is the amplitude for the scattering process, &, &, ... &, ... denote the
energies of the outgoing quasiholes and €3, €s . .. €11, €442 denote the energies of the outgoing
quasiparticles. The energies of the final state quasi- particles and holes must all be positive, while
also summing up to give the initial energy. When the incoming particle is close to the Fermi energy,
€ and the all final state energies €; > ¢ > 0 must also lie close to the Fermi energy, so so we can
replace |af? by an appropriate Fermi surface average

(amaPy=" > la(1;2,3,... 20+ 2)P6(@) ... 6(eans)-
2.3,.2n+2

to obtain 3

E2n

o (7.109)

2 o
Tonv1(€) ~ %<|(12n+1\2>f d& ...dey10le — (& + ... €p41)] o
o

SFormally this is done by inserting 1 = I_[,Z:”f' f; deid(g) into (7.108),

177

bk . pdf

June

Chapter 7. ©Piers Coleman 2011

In this way®, the phase space for decay into 21 + 1 quasiparticles vanishes as 512". This means that

near the Fermi surface, quasiparticle decay is dominated by the decay into two quasi-particles and
a quasihole, denoted by 1 — 2 + 3 + 4 as illustrated in Fig. (7.7).

(@) 4 ® ¢ g
3
O €4
1 - €3
-
7

Figure 7.7: Decay of a quasiparticle into two quasiparticles and a quasihole. (a) Scattering process.
(b) Energies of final states.

The decay rate for this process is given by
2, €
I'(e) = — -
(&) = 2 lasl) 5

)
On dimensional grounds, we expect the averaged squared matrix element to scale as (laz?y ~ ‘:7,

. . . . 2
where w is a dimensionless measure of the strength of the scattering, so that I" ~ %?F

7.7.2 Detailed calculation of three body decay process

We now present a more detailed calculation of quasiparticle decay, deriving a result that was first
obtained by Abrikosov and Khalatnikov in 1957[? ]. The amplitude to produce an outgoing hole in
state 2 is equal to the amplitude to absorb an incoming particle in state 2, so we denote

ad —>2+3+4)=a(1+2—3+4)=a1,2;3,4)
Using Fermi’s golden rule, the net scattering rate into state 1 is given by

2+3+4->1 1-2+3+4

2.
Mgl = 25 1a(1,2:3 [T = mymana(l = m) - mm(T = ns)(1 =)
234

OThis last integral can be done by regarding the ¢ as the differences €; = s; — s;-1 between an ordered set of co-
ordinates sa,41 > 82, -+ > s where sy = 0, so that

Sanel

0o _ . S2n41 52 e
f de ... dey. Ole— (6 + & + ... e1)] = fmd.\'zm()(f* J‘zm)f dsy, .. f ds; = ——.
) — 0 0 0 @2n)!

=ds)..dse1
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X a)’sP(pi +pr-ps —pa) b + & - & — ) (7.110)
where Z = f % denotes a sum over final state momenta, and the delta functions impose the
2

conservation of momentum and energy, respectively. The terms inside the square brackets determine
the a priori probabilities for the scattering process. For scattering into state 1, the initial states must
be occupied and the final state must be empty, so the a priori probability is (1 — na)nzns X (1 — ny),
where (1 —n3) is the probability that the quasihole state 2 is occupied and n3n is the probability that
3 and 4 are occupied, while (1 — ny) is the probability that the final quasiparticle state 1 is empty.
The second term in the brackets describes the scattering out of state 1, and can be understood in a
similar way.

In thermal equilibrium, the scattering rate vanishes I[n,
equilibrium, we may expand the collision integral to linear order in 6n, = np — ngj), identifying the

coefficient as the quasiparticle decay rate as follows, I[np] = ~T'dn; + O(énlz,), where I' = —%, or

;0)] = 0 and for small deviations from

2r
r= — Z Ia(1,2;3,4)|2[nz(1 —n3)(1 —ng) + (1 — np)nzng
h 234
X rh)’s(e) + & — & — )6 (P + pa — P3 — Pa). (7.111)

The occupation factors in the square brackets impose the Fermi statistics. These terms are easiest to
understand at absolute zero, where n, = 6(—¢) restricts g, < 0 and 1 — n, = 6(ep) restricts g > 0.
The first term ny(1 — n3)(1 — na) enforces the constraint that the excitation energies —e, €3, € > 0
are all positive. (Recall that the €; refer to quasiparticle energies, so —€; = & is the excitation energy
of the outgoing hole in state i.) At absolute zero, the second term (1 — np)nzny is zero unless the
excitation energies are negative, and vanishes when €; > 0. Now the delta function d(e; + e, — €3 —€s)
enforces energy conservation, & + €3 + 4 = €. Together with the requirement that the scattered
quasiparticle energies are positive, this term forces all three excitation |e 3 4| energies to be smaller
than €. In this way, we see that for small €, the final quasiparticle states must lie very close to the
Fermi momentum.

With this understanding, at low tempertures, we can replace the integrals over three dimensional
momentum by the product of an energy and an angular integral over the direction of the momenta

on the Fermi surface: N*(0) a0,
P ,
2. N

This factorization between the energy and momentum degrees of freedom is a hallmark of the
Landau Fermi liquid. Using it, we can factorize (7.111) into two parts

angular average
——

r=2 ()

energy phase space integral

><< a1 = n3)(1 = na) + (1 7n2)n3n4> , 7.112)

€2.63,€4

where

N'O)Y [ d92dQ3d<.
(lasl") = (—2( )) f 72(4”)33 Lla(1,2:3, 4)P@rny 6P [pp(y + by — iy — )]
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is the angular average and

(e = fd62d€3d€4¢5(6| +tea-ag-e))..]

is the energy phase space integral. At absolute zero, the argument of the phase space integral restricts

the final states to have positive excitation energies, giving %‘ as obtained from (7.109) forn = 1. At
finite temperature (see example), thermal broadening leads to an additional quadratic temperature
dependence to the phase space integral’

< (1 = n3)(1—ng) + (1 - nz)n3n4> = % (€ + (ksT)?)
€34
To calculate the average squared matrix element, it is convenient to first ignore the spin of the
quasiparticle. To evaluate the angular integral, we need to consider the geometry of the scattering
process near the Fermi surface, which is illustrated in Fig. (7.5). At low temperatures, all initial
and final momenta lie on the Fermi surface, [p;| = pr. The total momentum in the particle-particle
channel is P = p; + p,. Suppose the angle between p; and p; is 6, so that each of these momenta
subtends an angle /2 with P as shown in Fig. 7.5, then [P| = 2prsinf/2. Now since the total
momentum is conserved, p3 + ps = P also, so that [p3 + ps| = 2pF sin /2, which means that p3
and py4 also subtend an angle 6/2 with P. However, in general, the planes defined by pi> and p3 4
are not the same, and we denote the angle between them by ¢. In general, the scattering amplitude
a(8, ¢) will be a function of the two angles, 6 and ¢. In this way, we can parameterize the scattering
amplitude by a(6, ¢).
A detailed evaluation of the angular integral (|a3|*) (see example 8.4), leads to the result

1, (N*(0>h)3 < la(6, $)12 >
1o, la6, O
2 2pr 2co0s6/2 /g

la@. &)\ _ fdcos 0dg ( la@. o)

2c0s0/2[g 4r 2cos6/2
denotes a weighted, normalized angular average of the scattering rate over the Fermi surface. For
identical spinless particles, the final states with scattering angle ¢ and ¢+ are are indistinguishable,
and the pre-factor of one half is introduced into (7.113) to take into account the overcounting that

occurs when we integrate from ¢ = 0 to ¢ = 2n.
The complete scattering rate for a spinless quasiparticle is then given by

. Ha©, ¢)P Z(N*(O)h)3x(ez+(7rkBT)2)
T n 2c0s6/2 Qﬂ 2pF 2

(las?) = (7.113)

where

(7.114)

"The first term in the phase space integral corresponds to the decay 1 — 2 + 3 + 4 of a quasiparticle, while the second
term describes the regeneration of quasiparticles via the reverse process 2 + 3 + 4 — 1. The classic treatment of the
quasiparticle decay given by Abrikosov and Khaltnikov[? ? ], reproduced in Pines and Noziéres and in Mahan, only
includes the first process, which introduces an additional factor 1/(1 + ™€) into this expression.

180

90



©2011 Piers Coleman

Chapter 7.

Let us now consider how this answer changes when we reinstate the spin of the quasiparticles. In
this case, we must sum over the two spin orientations of quasiparticle 2, corresponding the case
where the spin of 1 and 2 are either parallel (A1q) or antiparallel (A;)). When the spins of the two
quasiparticles are parallel they are indistinguishable and we must keep the factor of 4, but when the
spins are antiparallel, the particles are distinguishable and this factor is omitted. So to take account
of spin, we must replace

1 1
316, O = Slarr @, $)F + lar, (6, 4)°
in (7.114). Following the original convention of Abrikosov and Khalatnikov [? ], we denote
2n 1
- (Iau(Q, AF + Slan @, ¢)|2) = 2W(0, ¢).

Applying these substutions to (7.114), and writing N*(0) = m* pr /(x*1>), we obtain

)3
ro ) <M (7.115)

T 8n*nt \2cos6/2

> x (€2 + (mkpT)?)
Q

This result was originally obtained by Abrikosov and Khalatnikov in 1957[? ]. An alternative
way to rewrite this expression is identify the normalized scattering amplitudes N*(0)aqp(6, ) =
Aup(6, ) = Aup(q) with the dimensionless t-matrix introduced in section (7.4.3). From this we see
that the average matrix elements can be written in terms of a dimensionless parameter w?

o 1AL PP + 314316, 9
"= 2cos /2 o

In many strongly interacting systems, w is close to unity. Using this notation, the scattering rate
(7.115) can be written in the form

(laz?)y

—_—
_ 27(( w? )[Ez+(7kaT)2}

~ n \16er 2

(7.116)

Apart from the factor of 16 in the denominator, this is what we guessed on dimensional grounds.
There are two important regimes of behaviour to note:

o gl << mwkpT: T o T2. Near the Fermi surface, quasiparticles are thermally excited, with a
T? scattering rate that is independent of energy.

o |e| >> mkpT: T' 63. For higher energy quasiparticles, the scattering rate is quadratically
dependent on energy.
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Figure 7.8: Co-ordinate system used to calculate the angular average of the scattering amplitude.

Example 7.5: Calculate the angular average of the scattering amplitude

(ja) = (L Q) [ 2030
a2 (4n)3

la(1,2:3, )P Q27h)* 67 [pr (@ + iy 3 — )]
in the dominant quasiparticle decay processes.

Solution: We first replace 6 [pr(f; + hy — Nz — fy)] — p%ém[fl] + My — fi3 — fiy], so that
— 3

x 3
<|a3|2> = (%) fd92d93d§246(3)[f1| + 1y — iz — flla(l,2;3,4)) (7.117)
-

To carry out the angular integral, we use polar co-ordinates for fi, = (6, ¢»), i3 = (63, ¢3) and
fly = (04, ¢s), (as illustrated in Fig. 7.8), where 6 and ¢, are the polar angles of n, relative to
ny, 654 are the angles between fiz 4 and the direction of the total momentum P, while ¢; is the
azimuthal angle of n3 measured relative to the plane defined by f; and fi; and ¢4 is azimuthal
angle of ny measured relative to the common plane of fi; and P. The delta function in the
integral will force fi3 and fi4 to lie in a place, so that ultimately, we only need to know the
dependence of the amplitude a(6, ¢3) on 6 and ¢3.

Taking the z-axis to lie along P and choosing the y axis to lie along P x f3, then in
this co-ordinate system, fi; + n, = (0,0,2cos6/2), i3 = (sin6s,0,cosf3) and ny =
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(sin 64 cos ¢4, sin Oy sin @4, cos 4), so that
f; + fiy — 0 — iy
= (sin63 + sin 04 cos P4, sin b4 sin ¢y, cos O3 + cos B4 — 2 cos(6/2))
Factorizing the three dimensional delta function into its x, y and z components gives
6O[(Ry + iy — i3 — Ay)]
= J[sin 63 + sin 04 cos P4 ]0[sin Oy sin Pp4]6[cos 63 + cos 64 — 2 cos(6/2)]

Integrating over dQ4 = sinfsd6sd¢, forces ¢4 = m and 6, = 05 (note that ¢, = O satisfies the
second delta function, but this then requires that sin 63 = — sin 64 which is not possible when
634 € [0, 71]). Resolving the delta functions around these points, we may write

(65 — 64) 6(¢ps — 1)

S[sin B3 + sin 64 cos ¢4]6[sin O, sin ¢y ] = -
cos by sin 6,

When we carry out the integral over dQ4 = sin 64d6,d¢4, we then obtain
1
f Q6D + iy = fis = fulla(6, ¢3)* = 612 cos 65 = 2 cos(0/Dla(6, ¢)f
3
Integrating over dQ3 = d¢psd cos 63 imposes 63 = 6/2, so that

L d
f dQ3dQu [y + iy — s — Aylla, ¢3) = f ﬁla(e, #3)

The azimuthal angle ¢, of fi, about ny does not enter into the integral, so we may integrate over
this angle, and write the measure dQ, = 27d cos 6. The complete angular integral is then

desd cos 0

gl
2cos6/2 la, g)I"

f A0S iy + i — i — Aglla(6, §)P = 21 f
Substituting this result into (7.117 ), the complete angular average is then

o o (NORY fdcosé)dq& a8, ¢)P
(lasF) == ( D ) 47 2cos6/2

where we have relabelled ¢3 as ¢. Notice (i) that the weighted angular average is normalized, so
that if [a(6, #)? = [af? is constant, (as2) = 72 (%22}’ a2, and that (ii) since the denominator
in the average vanishes for 6 = 7, the angular average contributing to the quasiparticle decay
is weighted towards large angle scattering events in which the outgoing quasiparticles have
opposite momenta p; = —py4. This feature is closely connected with the Cooper pair instability
discussed in Chapter 14.

Example 7.6: Compute the energy phase space integral
e = [ dedededie s & - & - @l = m)1 =0 + (1 = nmnl,

where n; = f(&) = 1/(€” + 1) denotes the Fermi function evaluated at energy €
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92

Solution: As a first step, we make a change of variable €, — —e&,, so that the integral becomes

I(e,T) = f dedesded(e — (€ + €3 + €))[(1 — np)(1 — n3)(1 — ng) + nanzng|

oo

= f dededed(e — (6 + & + &))[nnzng + (€ & —€l]

Next, we rewrite the delta function as a Fourier transform, §(x) =
Li(e,T) + I,(—¢,T), where

dapox 5o that I(e,T) =

1 .
Li(e,T) = - fdadezd@d@e’"[é’“z*‘3“‘)] [nan3ng).

By carrying out a contour integral around the poles of the Fermi function f(z) at z = inT (2n+1)
in the lower half plane, we may deduce

o0 . & . iT
dee-i@+id)e — 2T ~(@+i)T2n+1) _ L .
I e Sl =2mil e sinh(a + i6)rT

n=0

where a small imaginary part has been added to @ to guarantee convergence. This enables us to
carry out the energy integrals in /; (e, T'), obtaining

da . ( miT )3

Li(e,T) = — _—
e 1) 22¢ \sinh(a + io)xT

Now to carry out this integral, we need to distort the contour into the upper half complex plane.
The function 1/sinh(a + i6)nT has poles at @ = in/T — id, so the distorted contour wraps
around the poles with n > 0. The cube of this function, has both triple and simple poles at
these locations. To evaluate the residues of these poles, we expand sinh az7" to third order in
oa = (a— %”) about the poles, to obtain

T 2
sinhanT = (~1)'7Tsa (1 + %5&) +...

So that near the poles,

inT V¥ D @I,
(sinhomT) = T (1_ 2 60)
P O P

= D (ﬁ_ Zéa)

The complete contour integral becomes

S e fda| 11 a2 |,
20 9§2m' @2 2@-/°

n=1

- de 1 & (nT)Z] )
= - =1 @) — . iae
;( )§2m‘(0_%)[2+ 2 |¢

Ii(e,T) =
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e ()] < — 1 e€  (aT)
R

n=1

Finally, adding /;(e,T) + I,(—¢, T) finally gives

I(e,T) = %[ez + (T

7.7.3 Kadowaki Woods Ratio and ‘“Local Fermi Liquids”

e sP00s

EuiPt, (Mi

Sz s

YhInAu,

¥ (mlfmal K)

Figure 7.9: Showing the Kadowaki Woods ratio for a wide range of intermetallic “heavy electron”
materials after Tsujii et al (¥#*%%),
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Heuristic Discussion

One of the direct symptoms of Landau Fermi liquid behavior in a metal is a 72 temperature depen-
dence of resistivity at low temperatures:

p(T) = po + AT,

Here py is the “residual resistivity” due to the scattering of electrons off impurities. The quadratic
temperature dependence in the resistivity is a direct reflection of the quadratic scattering rate I" oc 72
expected in Landau Fermi liquids. Evidence that this term is directly related to electron-electron
scattering is provided by a remarkable scaling relation between the A coefficient of the resistivity
and the square of the zero temperature linear coefficient of the specific heat y = Cy/T|r-0.

% =a~1x107uQem(K mol/mJ)>
The ratio A/y? is called the “Kadowaki Woods” ratio, and the quoted value corresponds to resistivity
measured in units uQcm and the specific heat coefficient per mole of material is measured in units
mJ/mol/K2. In a large large class of intermetallic metals called “heavy electron metals”, in which
the quasiparticle mass renormalization is particularly large, the Kadowaki Woods ratio is found to
be approximately constant @ = 1 X 107uQem(K mol/mJ)? (Fig. 7.9).

To understand Kadowaki Woods scaling, we need to keep track of how A and y depend on the
Fermi energy. In the last section, we found that the electron-electron scattering rate is set by the
Fermi energy, 7~ ~ T?/ep. If we insert this into the Drude scattering formula, for the resistivity
p = m*[(ne*t), since m* o« 1/, we deduce that p ~ (Tz/sf.), ieAx 1/5%.4 By contrast, the specific
heat coefficient y oc m* oc 1/€r, is inversely proportional to the Fermi energy, so that

: 1A

Acc|—], y o — = — ~ constant.
€F €F Y

In strongly correlated metals, the Fermi energy varies from eV to meV scales, so the A coefficient

can vary over eight orders of magnitude. This strong dependence of A on the Fermi energy of the

Landau Fermi liquid is cancelled by y>.

Estimate of the Kadowaki Woods Ratio

To obtain an estimate of the coefficient A, it is useful to regard a metal as a stack of 2D layers
of separation a, so that p = apap = a/o2p, Where opp is the dimensionless conductivity per
layer. If we use the Drude formula for the conductivity in two dimensions o5p = ne?r/m, putting
n=2xnrkx/(2m)?, h/t =T, we obtain

Pa=12.9kQ
—_——
h r
=a |—| |=—].
P 2¢2] \2er
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In the last section, we found that I’ = 27(w/4)*(nkT)?/er. Putting this together then gives

p=anon (3 (2]

(The prefactor apg is sometimes called the “unitary resistance”, and corresponds to the resistivity of
a metal in which the scattering rate is of order the Fermi energy. If we puta ~ 1 — 41&, po ~ 13kQ,
we obtain apgy ~ 100 — 500uQcm.) It follows that

3 (W)? 1\
A = (app)r (*) X|=—] .
(apo) 4 Tr
where Tr = €r/kp is the Fermi temperature.
. . . . . 26
Now using (7.40) the specific heat coefficient per unit volume is y = n*k3N*(0) = ﬂszn,
where n is the number of electrons per unit volume, thus the specific heat coeflicient per electron is
. 2k s . .
simply y, = KZT: and the specific heat per mole of electrons is yy = %NZR%F, where R = kgNyy is
the Gas constant, N4y is Avagadro’s number. So if there are n, electrons per unit cell,
72 ~ 7F4R2 (ne)Z
M 4 TI%

A w2 Po a
a==~=|%)X—3-
y 4n J\R (ne)

If we take pg = 13 X 10°uQ, R = 8.3 x 10°mJ/mol/K and w?/(4x) ~ 1, to obtain

(7.118)

giving
(7.119)

@~2%x107 x (a[nm]
(ne)?

e

)uQcm(K mol/mJ )2

giving a number of the right order of magnitude. Kadowaki and Woods found that @ ~ 107>uQ
ecm(K mol/mJ)? in a wide range of intermetallic heavy fermion compounds. In transition metal
compounds a ~ 0.4 x 10~°uQcm(K mol/J)? has a smaller value, related to the higher carrier density.

Local Fermi Liquids

A fascinating aspect of this estimate, is that we needed to put w?/(47) ~ 1 to get an answer compa-
rable with measurements. The tendency of w ~ 1 is a feature of a broad class of “strong correlated”
metals. Although Landau Theory does not give us information on the detailed angular dependence
of the scattering amplitude A(6, ¢), we can make a great deal of progress by assuming that the scat-
tering t-matrix is local. This is infact, a reasonable assumption in systems where the important
Coulomb interactions lie within core states of an atom, as in transition metal and rare earth atoms.
In this case,

oo (0, ¢) = a* + a“oo’. (7.120)
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is approximately independent of the quasiparticle momenta and momentum transfer. This is the “lo-
cal” approximation to the Landau Fermi liquid. When “up” quasiparticles scatter, the antisymmetry
of scattering amplitudes under particle exchange guarantees that ar1(6, ¢) = —arp(6, ¢ + ). Butif a
is independent of scattering amplitude, then it follows that ajy = a® + a® = 0, so that
aye (0, ¢) = a*(1 = oo’). (7.121)
in a “Local” Landau Fermi liquid.
Now we can relate the ayo = Ager /N to the dimensionless scattering amplitudes introduced
in section (7.4.3)). By (7.63), the charge susceptibility is given by

K

—M@x—if—W@xl Fo
e = 1+ Fy) 1+ F;

):N%mxa—Ap

In strongly interacting electron systems the density of states is highly renormalized, so that N*(0) >>
N(0), but the charge susceptibility is basically unaffected by interactions, given by y. = N(0) <<
N*(0). This implies that Aj ~ 1. so that @* = 1/N*(0), which in turn implies that the dimensionless
ratio w introduced last section is close tow = 1.

7.8 Microscopic basis of Fermi liquid Theory

Although Landau’s Fermi liquid theory is a phenomenological theory, based on physical arguments,
it translates naturally into the language of diagramatic many body theory. The Landau school played
a major role in the adaptation of Feynman diagramatic approaches to many body physics. However,
Feynman diagrams do not appear until the third of Landau’s three papers on Fermi liquid theory[?
]. The classic microscopic treatments of Fermi liquid theory are based on the analysis of many body
perturbation theory to infinite order carried out in the late 1950’s and early 1960’s.

Galitski[? ], in the Soviet Union, gave the first first formulation of Landau’s theory in terms
of diagramatic many body theory. Shortly thereafter Luttinger, Ward and Nozieres developed the
detailed diagramatic many body framework for Landau Fermi liquid theory by analysing the analytic
properties of inifinite order perturbation theory[? ? ]. Here we end with a brief discussion of some
of the key results of these analyses.

From the outset, it was understood that the Landau Fermi liquid is always potentially unstable to
superconductivity. By the late 1960’s it also became that that Landau Fermi liquid theory does not
apply in one-dimensional conductors, where the phase space scattering arguments used to support
the idea of the Landau quasiparticle no longer apply. In one dimension, the Landau quasiparticle be-
comes unstable, breaking up into collective modes that independently carry spin and charge degrees
of freedom. We call such a fluid a “Luttinger liquid”. However, with this exception, few questioned
the robustness of Landau Fermi liquid theory until the 1980s. In 1986, the discovery of high tem-
perature superconductors, led to a resurgence of interest in this topic, for in the normal state, these
materials can not be easily understood in terms of Landau Fermi liquid theory. For example, these
materials display a linear resistivity up to high temperatures that at this time remains an unsolved
mystery. This has led to the speculatation that in two or three dimensions, Landau Fermi liquid

188

94



©2011 Piers Coleman

Chapter 7.

theory might break down into a higher dimensional analog of the one-dimensional Luttinger liquid.
two or even three dimensional metals. In the wake of this interest, the Landau Fermi liquid theory
was re-examined from the perspective of the “renormalization group” [? ? ] The conclusion of
these analyses is that unlike one dimension, Fermi liquids are not generically unstable in two and
higher dimensions. While this does not rule the possibility of new kinds of metallic behavior, the
Landau Fermi liquid theory continues to provide the bedrock for our understanding of basic metals
in two or three dimensions.

As we discussed in the last chapter, the process of adiabatically “switching on” interactions can
be understood as a unitary transformation of the original states of the non-interacting Fermi sea.
Thus the ground state and the one-quasiparticle state are given by

)

UlYo),

ko) = Ulkeo) (7.122)

where |W) is the filled Fermi sea of the non-interacting system, and k is a momentum very close to
the Fermi surface. In fact, using the results of (6.1), we can write U as a time-ordered exponential

U= T[exp {—i I; V(z)dt}],

where V is the interaction, written in the interaction representation. Now since [ko) = T roWo),
where ¢fi is the particle creation operator for the non-interacting Hamiltonian, it follows that

_ =
ko) = Uc'koU' 16) (7.123)
so that the “quasiparticle creation operator” is given by
a'o = Uc'y, U (7.124)

From this line of reasoning, we can see that the operator that creates the one-quasiparticle state
is nothing more than the original creation bare creation operator, unitarily time-evolved from the
distant past to the present in the interaction representation.

‘While this formal procedure can always be carried out, the existence of the Landau Fermi liquid
requires that in the thermodynamic limit, the resulting state preserves a finite overlap with the state
formed by additing a bare particle to the ground-state, i.e.

Zy = |<l€(vro|cfkg\¢)|2 >0 wavefunction renormalization

This overlap is called the “wavefunction renormalization constant”, and so long as this quantity is
finite on the Fermi surface, the Landau Fermi liquid is alive and well.

In general, near the Fermi energy, the electron creation operator will have an expansion as a sum
of states containing one, three, five and any odd-number of quasiparticle and hole states, each with

the same total spin, charge and momentum of the initial bare particle.
ch,, = Zka?k(r + Z Akyos, k303 koo, kO’)aTMmaTkyr;akzrfz +...
ky+kz=kr+k
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There are three important consequences that follow from this result:

e Sharp Quasiparticle peak in the spectral function.

When a particle is added to the ground-state, it excites a continuum of states |1), with energy
distribution described by the spectral function (7.112),

A, w) = %ImG(k,w —i6)= " IMPo(w - €. (7.125)
A

where the squared amplitude IMy)> = |</1|c';'k0|¢)|2. In a Landau Fermi liquid, the spectral
function retains a sharp “quasiparticle pole” at the Fermi energy. If we split off the A = ko
contribution to the summation in (7.125) we then get

qp peak continuum
| -~
Ak, ) = ~ImG(k, w — i6) = Ziwd(w — &) + Z IMaf5(w - €). (7.126)
w
A#ko

(@ (b)

k 75 ]CF
3 Iy o € —
\-3‘;
<
. eV w
) k= kr
=
< — m
3 A
€k 0 w ~
<t
€k — 0 w

Figure 7.10: (a) In a non-interacting Fermi system, the spectral function is a sharp delta function
at w = €. (b) In an interacting Fermi liquid for k # kf, the quasiparticle forms a broadened peak
of width I'k at wg. If k = kp, this peak becomes infinitely sharp, corresponding to a long-lived
quasiparticle on the Fermi surface. The weight in the quasiparticle peak is Zx ~ m/m*, where m* is
the effective mass.

e Sudden jump in the momentum distribution.
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In a non-interacting Fermi liquid, the particle momentum distribution function exhibits a
sharp Fermi distribution function which is preserved by the quasiparticles in a Landau Fermi
liquid theory

(@l )qple) = O = Ex)

where here (hk,r)qp = ¢'koCro is the quasiparticle occupancy. Remarkably, part of this jump
survives interactions. To see this effect, we write the momentum distribution function of the
particles as

(ko) = (Hlckoekold) = fu dwA(k, w)
where we have used the results of (6.3.3) to relate the particle number to the integral over
the spectral function below the Fermi energy. When we insert (7.126) into this expression,
the contribution from the quasiparticle peak vanishes if g > 0, but gives a contribution Zj if
e < 0, so that

(ko) = ZxB(—e) + smooth background.

This is a wonderful illustration of the organizing power of the Pauli exclusion principle. One
might have expected interactions to have the same effect as temperature which smears the
Fermi distribution by an amount of order kgT'. Although interactions do smear the momentum
distribution, the jump continues to survive in reduced form so long as the Landau Fermi liquid

is intact.
(a) my Ae T ®) n Scale of Interaction Energies
1 1
kg k

Figure 7.11: (a) In a non-interacting Fermi liquid, a temperature 7 that is smaller than the Fermi
energy, slightly “blurs” the Fermi surface; (b) In a Landau Fermi liquid, the exclusion principle
stabilizes the jump in occupancy at the Fermi surface, even though the bare interaction energy is far
greater than than the Fermi energy,

e Luttinger sum rule.

In the Landau Fermi liquid, the Fermi surface volume measures the particle density ng. Since
the Fermi surface of the quasiparticles and the unrenormalized particles coincides, it follows
that the Fermi surface volume must be an adiabatic invariant when the interactions are turned

on.
VFS

@n?’
The demonstration of this conservation law within infinite order perturbation theory was first
derived by Luttinger in 1962, and is known as the Luttinger sum rule. In interacting fermion

np =28 +1)

(Luttinger sum rule)
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systems the conservation of particle number leads to a set of identities between different many
body Greens functions called “Ward Identities”. Luttinger showed how these identities can
be used to relate the Fermi surface volume to the particle density.

Today, more than a half century after Landau’s original idea, the Landau Fermi liquid theory
continues to be a main-stay of our understanding of interacting metals. However, increasingly,
physicists are questioning when and how, does the Landau Fermi liquid break-down, and what new
types of fermion fluid may form instead? We know that Landau Fermi liquid does not survive in
one-dimensional conductors, where quasiparticles break up into collective spin and charge excita-
tions. or in high magnetic fields where the formation of widely spaced Landau levels effectively
quenches the kinetic energy of the particles, enhancing the relative importance of interactions. In
both these examples, new kinds of quasiparticle description are required to describe the physics.
Today, experiments strongly suggest indication that the Landau Fermi liquid breaks up into new
kinds of “Non-Fermi liquid” fluid at a zero temperature phase transition, or quantum critical point,
giving rise to new kinds of metallic behavior in electron systems. The quest to understand these new
metals and to characterize their excitation spectrum is one of the great open problems of modern
condensed matter theory.
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Chapter 8

Feynman Diagrams: T=0

Chapter 6. discussed adiabaticity, and we learned how Green’s functions of an interacting system,
can be written in terms Green’s functions of the non-interacting system, weighted by the S-matrix,
e.g.

(Pl TS Wy (2)l,)
(GTY(Y @)y =
e @le (oS 1p0)
S = Texp[—i f ” V(/)dt'] (8.1)

where |¢,) is the ground-state of H,. In chapter 7. we showed how the concept of adiabaticity
was used to establish Landau Fermi liquid theory. Now we move on to will learn how to expand
the fermion Green’s function and other related quantities order by order in the strength of the in-
teraction. The Feynman diagram approach, originally developed by Richard Feynman to describe
the many body physics of quantum electrodynamics[1], and later cast into a rigorous mathematical
framework by Freeman Dyson, [2] provides a succinct visual rendition of this expansion, a kind of
“mathematical impressionism” which is physically intuitive, without losing mathematical detail.
From the Feynman rules, we learn how to evaluate

e The ground-state S — matrix

S = (oIS ¢y = Z {Unlinked Feynman Diagrams} . (8.2)

e The logarithm of the S— matrix, which is directly related to the shift in the ground-state
energy due to interactions.

0
E-E, = lim a—ln(¢U|S[7/2, —7/2llpo) =i E {Linked Feynman Diagrams} (8.3)
>0 9T
where each Linked Feynman diagrams describes a different virtual excitation.
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e Green'’s functions.

G(1-2)= Z {Two-legged Feynman Diagrams} (8.4)
e Response functions. These are a different type of Green’s function, of the form

R(1 = 2) = —il[A(D), BO)$)6(t1 — 12) (8.5)

8.1 Heuristic Derivation

Feynman initially derived his diagramatic expansion as a mnemonic device for calculating scattering
amplitudes. His approach was heuristic: each diagram has a physical meaning in terms of a specific
scattering process. Feynman derived a set of rules that explained how to convert the diagrams into
concrete scattering amplitudes. These rules were fine tuned and tested in the simple cases where they
could be checked by other means; later, he applied his method to cases where the direct algebraic
approach was impossibly cumbersome. Later, Dyson gave his diagramatic expansion a systematic
mathematical framework.

Learning Feynman diagrams is a little like learning a language. You can learn the rules, and
work by the book, but to really understand it, you have to work with it, gaining experience in
practical situations, learning it not just as a theoretical construct, but as a living tool to communicate
ideas. One can be a beginner or an expert, but to make it work for you, like a language or a culture,
you will have to fall in love with it!

Formally, a perturbation theory for the fully interacting S-matrix is obtained by expanding the
S-matrix as a power-series, then using Wick’s theorem to write the resulting correlation functions
as a sum of contractions.

. © o aa e i
@)=y f di ety S QAT V)V () - V(t) 16 56)
n=0 > Contractions

The Feynman rules tell us how to expand these contractions as a sum of diagrams, where each
diagram provides a precise, graphical representation of a scattering amplitude that contributes to the
complete S-matrix. -

Let us see examine how we might develop, heuristically, a Feynman diagram exapnsion for
simple potential scattering, for which

v = fd3X1 U@ @ np(®, n). (8.7)
where we’ve suppressed spin indices into the background. When we start to make contractions

we will break up each product V(1)V(2)... V(r) into pairs of creation and annihilation operators,
replacing each pair as follows

¥(2).. (1) = (VP xGER-1). (8.8)
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where we have divided up the the prefactor of i two factors of Vi, which we will transfer onto the
scattering amplitudes where the particles are created and annihilated. This contraction is denoted
by

G2-1)=2 —=a—|
(8.9)

representing the propagation of a particle from “1” to “2”. Pure potential scattering gives us one
incoming, and one outgoing propagator, so we denote a single potential scattering event by the
diagram

Vi

—iU(z) = (V)X —=iU(x) = U(x)

e (8.10)

Here, the “~i” has been combined with the two factors of Vi taken from the incoming, and outgoing
propagators to produce a purel real scattering amplitude (V)2 x —iU(x) = U(x).

The Feynman rules for pure potential scattering tell us that the S-matrix for potential scattering
is the exponential of a sum of connected “vacuum” diagrams

S :exp[©+©+©+.“]‘
(8.11)

The “vacuum diagrams” appearing in the exponential do not have any incoming or outgoing propagators-

they represent the amplitudes for the various possible processes by which electron-hole pairs can
bubble out of the vacuum. Let us examine the first, and second order contractions for potential
scattering. To first order

[l
g0l V(1) oy = —i ) f ExUDGIT Y} (2,4 ) (2, 17) 100y (8.12)

This contraction describes a single scattering event at (%, 71). Note that the creation operator occurs
to the left of the annihilation operator, and to preserve this ordering inside the time-ordered expo-
nential, we say that the particle propagates “backwards in time” from 7 = 7/ to t = 7. When we
replace this term by a propagator the backward time propagation introduces a factor of { = —1 for
fermions, so that

i 5
@olT Y} (, 1 )y (2, 17) 1d0) = iCG(@ ~ R.17 = 1) = i{G(G,07) (8.13)

We carry along the factor U(¥) as the amplitude for this scattering event. The result of this contrac-
tion procedure is then
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—i(28 + 1) f dry % f BxU) % icG(0,07)

Ne!

where we have translated the scattering amplitude into a a single diagram. You can think of it as
the spontaneous creation, and re-annhilation of a single particle. Here we may tentatively infer a
number of important “Feynman rules” - listed in Table 8.1: that we must associate each scattering
event with an amplitude U(x), connected by propagators that describe the amplitude for electron
motion between scattering events. The overall amplitude involves an integration over the space
time co-ordinates of the scattering events, and apparently, when a particle loop appears, we need to
introduce the factor £(2S + 1) (where { = —1 for fermions) into the scattering amplitude to account
for the presence of an odd-number of backwards-time propagators and the 25 + 1 spin components
of the particle field. These rules are summarized in the table below:

Physically, the vacuum diagram we have drawn here can be associated with the small first-order
shift in the energy AE; of the particle due to the potential scattering. This inturn produces a phase
shift in the scattering S-matrix,

S ~exp [—iAElfdt] ~ 1 —iAE, fdt, (8.15)

where the exponential has been audaciously expanded to linear order in the strength of the scattering
potential. If we compare this result with our leading Feynman diagram expansion of the S-matrix,

<¢a|§|¢0> =1 +© s

we see that we can interpret the overall factor of f dt; in (8.14) as the time period over which the
scattering potential acts on the particle. If we factor this term out of the expression we may identify

S
i f ol V' (11) )

oo

P
e N

AE, = iZ2S + DG@0,07) | d®xU(x) (8.16)

Here, following our work in the previous chapter, we have identified if(2S +1)G(6, 07) = er(wT(r(x)wU(x)) =

p as the density of particles. giving AE| = p fd3xU(x). The correspondence of our result with first
order perturbation theory is a check that the tentative Feynman rules are correct.
Let us go on to look at the second order contractions

M N
@ITV )V (t) 1000 = (GlTV (t)V (£) 160) + (holT V(1)V (t2) [bo) 817

which now generate two diagrams

Y f :dzldrzwov e e) 1oy = %[QT:[Q Q]

196

98



©2011 Piers Coleman

Chapter 8.

1o, (™ N
50 f dndiolT V(1)V(ts) bo) = Q (8.18)

The first term is simply a product of two first order terms- the beginning of an exponential combi-
nation of such terms. Notice how the square of one diagram is the original diagram, repeated twice.
The factor of 1/2 that occurs in the expression on the left hand-side is absorbed into this double dia-
gram as a so-called “symmetry factor”. We shall return to this issue shortly, but briefly, this diagram
has a permutation symmetry described by a group of dimension d = 2, according to the Feynman
rules, this generates a prefactor 1/d = 1/2. The second term derives from the second-order shift in
the particle energies due to scattering, and which, like the first order shift, produces a phase shift
in the S-matrix. This diagram has a cyclic group symmetry of dimension d = 2, and once again,
there is a symmetry factor of 1/d = 1/2. This connected, second-order diagram gives rise to the
scattering amplitude

Q = %{(ZS + l)fdleU(l)U(Z)G(l -2)G2-1) (8.19)

where 1 = (X1, 11), so that

dl fdt|d3x1

G2-1) = G —-x1,—1). (8.20)

Once again, the particle loop gives a factor £(2S + 1), and the amplitude involves an integral over
all possible space-time co-ordinates of the two scattering events. You may interpret this diagram in
various ways- as the creation of a particle-hole pair at (¥}, #;) and their subsequent reannilation at
(3%, 1) (or vice versa). Alternatively, we can adopt an idea that Feynman developed as a graduate
student with John Wheeler- the idea than that an anti-particle (or hole), is a particle propagating
backwards in time. From this perspective, this second-order diagram represents a single particle
that propagates around a loop in space time. Equation (8.19) can be simplified by first making the
change of variables t = t; — t,, T = (#; + t2)/2, so that fdtldt2 = de X fdt. Next, if we Fourier
transform the scattering potential and Green functions, we obtain

Q = f dT x %_((25 +1) f dtd’ qd®KU@G)PGE + G, DG (K, —f) (821)

Once again, an overall time-integral factors out of the overall expression, and we can identify the
remaining term as the second-order shift in the energy
&Pk d’q

i Pk 2 a2
AE; = 5002 +1) f dt(2”)3 (zﬂ)3\U(q1)\ Gk + §,0G &, —1). (8.22)

To check that this result is correct, let us consider the case of fermions, where
Gk, 1) = —i[(1 — m)B(1) — nxb(—1)]e~"! (8.23)
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which enables us to do the integral

€k+q ~ €k

i f dte”MGE + G, G K, 1) +kok+q) (8.24)

We recognize the first process as the virtual creation of an electron of momentum K+ G, leaving
behind a hole in the state with momentum £. The second-term is simply a duplicate of the first, with
the momenta interchanged, and the sum of the two terms cancels the factor of 1/2 infront of the
integral. The final result

3 3 _
d k3d7q3\U((f)|2(] ”k+q)nk
@n)? (21) E—

AE, = —(2S + 1)f

is recognized as the second-order correction to the energy derived from these virtual processes. Of
course, we could have derived these results directly, but the important point, is that we have estab-
lished a tentative link between the diagramatic expansion of the contractions, and the perturbation
expansion for the ground-state energy. Moreover, we begin to see that our diagrams have a direct
interpretation in terms of the virtual excitation processes that are generated by the scattering events.

To second-order, our results do indeed correspond to the leading order terms in the exponential

ST I IoNe

Before we go on to complete this connection more formally in the next section, we need to
briefly discuss “source terms”, which couple directly to the creation and annihilation operators. The
source terms let us examine how the S-matrix responds to incoming currents of particles. Source
terms add directly to the scattering potential, so that

1
S=1+ +i

V(1) — V(1) + 7(Dy(1) + ¢’ (Dn(D).

The source terms involve a single creation or annihilation operator, thus produce either the beginning

——(l) = fdl s X(l)
(8.25)

or the end

i ——— = f d2R2) % . ..
(8.26)

of a Feynman diagram. In practice, each 7 and 5 arrive in pairs, and the factor —i which multiplies
7 combines the two factors of —i from a pair (7, 7) with the factor of i derived from the propagator
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line they share. We need these terms, so that we can generate diagrams which involve incoming and
outgoing electrons. The simplest contraction with these terms generates the bare propagator

. | |
CF [ waro[ve + @) + v @u@)] [Va) +a)s0) + ' 0] 0

f d1d2 (N=in)G (2 ~ 1) V=in(1))

— i ————1). (8.27)

If we now include the contraction with the first scattering term we produce the first scattering cor-
rection to the propagator

_)3 T 1
) fd2d&11<0|{[m+77(2)J;(2)+,,,] [V W(X) + . ] [+ ¢h(1)n(1)] + perms}0)

3!

= f dldz(ﬁﬁ(z) f dXG(2 - X\)V(X)GX - 1) V=in(1)
- i - - (8.28)

where we have only shown one of six equivalent contractions on the first line. This diagram is
simply interpreted as a particle, created at 1, scattering at position X before propagating onwards to
position 2. Notice how we must integrate over the the space-time co-ordinate of the intermediate
scattering event at X, to obtain the total first order scattering amplitude. Higher order corrections
will merely generate multiple insertions into the propagator and we will have to integrate over the
space-time co-ordinate of each of these scattering events. Diagramatically, the sum over all such
diagrams generates the “renormalized propagator”, denoted by

G'2-1) = 2—a——1

=, 1+//\\+ . (829
2 L !

Indeed, to second-order in the scattering potential, we can see that all the allowed contractions are
consistent with the following exponential form for the generating functional

S:exp[ Q+Q+“-—iﬁ:<:q. (8.30)

To prove this result formally requires a little more work, that we now go into in more detail. The
important point for you to grasp right now, is that the sum over all contractions in the S-matrix can
be represented by a sum of diagrams which concisely represent the contributions to the scattering
amplitude as a sum over all possible virtual excitation processes about the vacuum.
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8.2 Developing the Feynman Diagram Expansion

A neat way to organize this expansion is obtained using the source term approach we encountered in
the last chapter. There we found we could completely evaluate the the response of a non-interacting
the system to a source term which injected and removed particles. We start with the source term
S-matrix

S[ﬁanl=TeXP[—ifd1[¢+(1)7(1)+f7(1)W(1)] . (8.31)

Here, for convenience, we shall hide details of the spin away with the space-time co-ordinate, so
that 1 = (x1,t1,01), ¥(1) = Y(X,7). You can think of the quantities n(1) and 7(1) as “control-
knobs” which we dial up, or down, the rate at which we are adding, or subtracting particles to the
system. For fermions, these numbers must be anticommuting Grassman numbers: numbers which
anticommute with each and all Fermion field operators. The vacuum expectation value of this S-
matrix is then

ST, = (SIS T, nllg) = exp [*ifdldzﬁ(l)G(l = 2n(2) (8.32)

where here, G(1 -2) = 6,4,G(X| —X2, 1] — 1) is diagonal in spin. In preparation for our diagramatic
approach, we shall denote

f d1d27()G(1 = 2)p(2) = j ————1 (8.33)

where an integral over the space-time variables (x;, #;) and (x,, #;) and a sum over spin variables o,
o is implied by the diagram. The S-matrix equation can then be written

S{7,n] = exp| =i ——=——1 (8.34)

This is called a “generating functional”. By differentiating this quantity with respect to the source
terms, we can compute the expectation value of any product of operators. Grassman numbers and
their differential operators anticommute with each other, and with the field operators. ! Each time
we differentiate the S-matrix with respect to 77(1), we pull down a field operator inside the time-
ordered product

.0
m
J & -
I——=(ITS{.. . flp) = (BITSL...¢(1)...}Ip) (8.35)
on(l)

"For example, if F[,n] = An + A + Bin, where A, A, n and 7 are Grassman numbers, while B is a commuting
number, then ‘37*; = A+ Bn, but % = —A — B because the differential operator anticommutes with A and 7. The second
PE _ _PF

derivative i = b

= B, illustrating that the differential operators of Grassman numbers anticommute.
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For example, the field operator has an expectation value

(S [Anlw(DIg) . 6
y = SURIVIR O
W @S malley  onh)

fG(l = 2)n(2)d2

InS {7, 7]

= [| —a—] (8.36)

Notice how the differential operator i% “grabs hold” of the end of a propagator and connects it up
to space-time co-ordinate 1. Likewise, each time we differentiate the S-matrix with respect to (1),
we pull down a field creation operator inside the time-ordered product.

I = '), (8.37)

l' —_

)
The appearance of a “{” in (8.37) compared with the “+i” in (8.35) arises because the source term
anticommutes with the field operators, 1,//+(l)n(l) =-n( Dy (1), so that

0 . o + +
—— | axy(x x=—fdxx‘x= (a 8.38
M)f v 0N0 = L5 | dXnCOw' 0 = 20D (8.38)
and the expectation value of the creation operator has the value
@S 1y’ le) _ .. 6 _
Wiy = ST =i InS [, 7]
Y @Smle o
= fdlﬁ(l)G(l—Z)
= [j—e—2] (8.39)

If we differentiate either (8.36) w.r.t. n(2), or (8.39 ) w.r.t. (1) we obtain
§

= 50 = —iITY(y @lp) = G(1 -2) (8.40)
n=n=0

n=n=0

0wy W' @)

on(2)
as expected.
In general, we can calculate arbitrary functions of the field operators by acting on the S-matrix
with the appropriate function of derivative operators.

A B L0 .0 .
OIS nnIF1 . 010) = Flic i | expl-in ———1]. (8.41)
If we now set F[y',y] = Te i [Vl e
Sl = <¢|Te—if; di(vy' p)+source terms)|¢> (8.42)
can be written completely algebraically, in the form

Syl = ¢ S VER I el ip — <y (843)
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The action of the exponentiated differential operator on the source terms generates all of the contrac-
tions. It is convenient to recast this expression in a form that groups all the factors of “i”. To do this,
we write @ = 1, & = —i7, this enables us to rewrite the expression as §,[77, 7] = S/[@, allo=pa=—i7-
where

A= 0 5 6
Sila,a] = ¥ Ve S g exp|a —=e—— (l]

where we have written
6 6

50" 53 @49

6 .6
V(il—,i—) ="V
i o7 67,7) &
for an interaction involving n creation and n annihilation operators ( n-particle interaction). This
equation provides the basis for all Feynman diagram expansions.
To develop the Feynman expansion, we need to recast our expression in a more graphical form.
To see how this works, let us first consider a one-particle scattering potential (n = 1). In this case,

we write
o 0 5 1
n—1 3
Vi—, =)= | FxUW)|{———— 8.45
Ve 5 f . (X)({éa/(x)éc‘y(x)) ®.45)
which we denote as
5
{&t(l)
o
5a(D

(8.46)

Notice that the basic scattering amplitude for scattering at point x is simply U(x) (or U(x)/h if we
reinstate Planck’s constant). Schematically then, our Feynman diagram expansion can be written as

C5am
Sila,al = exp[ ]exp[(‘r —

oa(l)

The differential operators acting on the bare S-matrix, glue the scattering vertices to the ends of the
propagators, and thereby generate a sum of all possible Feynman diagrams. Formally, we must
expand the exponentials on both sides, e.g.

J
1 éVé'a(l) n m
Silaa] = Z n!m![ 5 ] [a/ a]
" oo (847)
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The action of the differential operator on the left hand-side is to glue the m propagators together
with the n vertices, to make a series of Feynman diagrams. Now, at first sight, this sounds pretty
frightening- we will have a profusion of diagrams. Let us just look at a few: do not at this stage
worry about the details, just try to get a feeling for the general structure. The simplestn = 1,m =1
term takes the form

)
(Ja(l)

_ 52 ~
[ ’<L ][a d] ¢ f AV s f dXdYa(X)G(X ~ V)a(Y)
" - gfdlvax;(r— 1)=© (8.48)

This is the simplest example of a “linked-cluster” diagram, and it results from a single contraction of
the scattering potential. The sign £ = —1 occurs for fermions, because the fermi operators need to be
interchanged to write the expression as a time-ordered propagator. One can say that the expectation
value involves the fermion propagating backwards in time from time 7 to an infinitesimally earlier
time t~ =t — €. The term n = 1, m = 2 gives rise to two sets of diagrams, as follows:

[ <§ e, ¥

Eo) (8.49)

@]

The first term corresponds to the first scattering correction to the propagator, written out alge-
braically,

@ - -—a= f d1d2a(1) f dXG(1 = X)V(X)G(X - 2)a(2)

whereas the second term is an unlinked product of the bare propagator, and the first linked cluster
diagram. The Feyman rules enable us to write each possible term in the expansion of the S-matrix
as a sum of unlinked diagrams. Fortunately, we are able to systematically combine all of these
diagrams together, with the end result that

Si(a@,a) = exp[z linked diagrams]

= exp[ ©+Q+...@:.:a]. (8.50)

When written in this exponential form, the unlinked diagrams entirely disappear- a result of the so-
called “link-cluster” theorem we are shortly to encounter. The Feynman rules tell us how to convert
these diagrams into mathematical expressions. These rules are summarized in table 8.1.

Let us now look at how the same procedure works for a two-particle interaction. Working heuris-
tically, we expect a two-body interaction to involve two incoming and two outgoing propagators.
We shall denote a two-body scattering amplitude by the following diagram

1>N\N\<2 = (Vi x=iv(1 =2) =iV(1l - 2). (8.51)
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Notice how, in contrast to the one-body scattering amplitude, we pick up four factors of Vi from
the external legs, so that the net scattering amplitude involves an awkward factor of “i”. If we now
proceed using the generating function approach, we set n = 2 and then write

o 0

-n—1
V({—,
Ve

§ § S 8
Sa(x) da(x’) da(x’) Sa(x)

)= i% f EPxd*x'V(x-x) (8.52)

Notice how the amplitude for scattering two particles is now iV(x—x") (or iV(x—x") /% if we reinstate
Planck’s constant). We can now formally denote the scattering vertex as

_o_ _o_
50 Sa(T)
1
2
5 5 (8.53)
r7e)) 5D

This gives rise to the following expression for the generating functional

5
1 sa(2) da(1)

Sila, a] = exp [5 >V\< ]exp[& —-—q
0

0
6a(2) oa(l)

for the S-matrix of interacting particles.

As in the one-particle scattering case, the differential operators acting on the bare S-matrix, glue
the scattering vertices to the ends of the propagators, and thereby generate a sum of all possible
Feynman diagrams. Once again, we are supposed to formally expand the exponentials on both
sides, e.g.

s 1)
1 11 %@ Sa(T) yn m
Sila, al = Z 7[7 »< ] [11 ———— (y] (8.54)
n!m![2 5 5
mm 530 s
Let us again look at some of the leading diagrams that appear in this process. For instance
5 5
1 1641(2) Sa(l) 2 1
—|= ) o= Q@ —— = = + .
212, s ““ “l 2 [M @}
6a(2) 5a(1)

We shall see later that these are the Hartree and Fock contributions to the Ground-state energy. The
prefactor of % arises here because there are two distinct ways of contracting the vertices with the
propagators. At each of the vertices in these diagrams, we must integrate over the space-time co-
ordinates and sum over the spins. Since spin is conserved along each propagator, so this means that
each loop has a factor of (25 + 1) associated with the spin sum. Once again, for fermions, we have to
be careful about the minus signs. For each particle loop, there is always an odd number of fermion
propagators propagating backwards in time, and this gives rise to a factor

28 +1)=-25 +1) (8.55)
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per fermion loop. The algebraic rendition of these Feynman diagrams is then

1

5 fdld2V(l - 2)[(25 +12G0,07)? + 228 + DG(1 -2)G2 - 1) (8.56)

Notice finally, that the first Hartree diagram contains a propagator which “bites its own tail”. This
comes from a contraction of the density operator,

=i W X DX, ). ) = £2S + DG(X,0) (8.57)

and since the creation operator lies to the left of the destruction operator, we pick up a minus sign
for fermions. As a second example, consider

5 5
1 IT(Z) Sa(l) 3
L e =] - S,
: 5 5

sa2) sa(1)

corresponding to the Hartree and Fock corrections to the propagator. Notice how a similar minus
sign is associated with the single fermion loop in the Hartree self-energy. By convention the numer-
ical prefactors are implicitly absorbed into the Feynman diagrams, by introducing two more rules:
one which states that each fermion loop gives a factor of £, the other which relates the numerical
pre-factor to the symmetry of the Feynman diagram. When we add all of these terms, the S-matrix

becomes
l+m+@+ Q:@ T
+ @_<_+‘<2<?+—<—£:}—4—+... (3

Si(a@, @)

+ +

é>w<>xC>v<D C>V<Dx<z>-h”| (8.58)

The diagrams on the first line are “linked-cluster” diagrams: they describe the creation of virtual
particle-hole pairs in the vacuum. The second-line of diagrams are the one-leg diagrams, which
describe the one-particle propagators. There are also higher order diagrams (not shown) with 2n
legs, coupled to the source terms, corresponding to the n-particle Green’s functions. The diagrams
on the third line are “unlinked” diagrams. We shall shortly see that we can remove these diagrams
by taking the logarithm of the S-matrix.
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8.2.1 Symmetry factors

Remarkably, in making the contractions of the S-matrix, the prefactors in terms like eq. (8.54) are
almost completely absorbed by the combinatorics. Let us examine the number of ways of making
the contractions between the two terms in (8.54). Our procedure for constructing a diagram is
illustrated in Fig. 8.1

(a)

W=2 M(P) W) =231 61

el

+<», +uq +e W+< gw EN g -

(o)

Figure 8.1: (a) Showing how six propagators and three interaction lines can be arranged on a Feyn-
man diagram of low symmetry (p = 1). (b) In a Feynman diagram of high symmetry, each possible
assignment of propagators and interaction lines to the diagram belongs to a p— tuplet of topolog-
ically equivalent assignments, where p is the order of the symmetry group of permutations under
which the topology of the diagram is unchanged. In the example shown above, p = 3 is the order of
the symmetry group. In this case, we need to divide the number of assignments W by a factor of p.

1. We label each propagator on the Feynman diagram 1 through m and label each vertex on the
Feynman diagram (1) through (n).

2. The process of making a contraction corresponds to identifying each vertex and each propa-
gator in (8.54 ) with each vertex and propagator in the Feynman diagram underconstruction.
Thus the P;. th propagator is placed at position r on the Feynman diagram, and the P-th in-
teraction line is placed at position k on the Feynman diagram, where P is a permutation of
(1,...n) and P’ a permutation of (1,...,m).
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3. Since each interaction line can be arranged 2 ways at each location, there are 2"W(P) = 2"n!
ways of putting down the the interaction vertices and W(P’) = m! ways of putting down the
propagators on the Feynman diagram, giving a total of W = 2"n!m! ways.

4. The most subtle point is notice that if the topology of the Feynman graph is invariant un-
der certain permutations of the vertices, then the above procedure overcounts the number of
independent contractions by a “symmetry factor” p, where p is the dimension of the set of
permutations under which the topology of the diagram is unchanged. The point is, that each
of the 2"n!m! choices made in (2) actually belongs to a p— tuplet of different choices which
have actually paired up the propagators and vertices in exactly the same configuration. To
adjust for this overcounting, we need to divide the number of choices by the symmetry factor
P, so that the number of ways of making the same Feynman graph is

2"n!m!
W= 2 (8.59)
P
As an example, consider the simplest diagram,
1
s (8.60)
This diagram is topologically invariant under the group of permutations
G = {(12),2D} 8.61)
so p = 2. In a second example
1 2
(8.62)
4 3
the invariance group is
G = {(1234),(3412)} (8.63)
so once again, p = 2. By contrast, for the diagram
1 2
(8.64)
4 3
the invariance group is
G = {(1234),(3412),(2143),(4321)} (8.65)
so that p = 4.
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8.2.2 Linked Cluster Theorem

One of the major simplifications in developing a Feynman diagram expansion arise because of the
Linked Cluster Theorem. Ultimately, we are more interested in calculating the logarithm of the
S-matrix, InS (7, 77). This quantity determines both the energy shift due to interactions, but also, it
provides the n-particle (connected) Green’s functions. In the Feynman diagram expansion of the S-
matrix, we saw that there are two types of diagram: linked-cluster diagrams, and unlinked diagrams,
which are actually products of linked-cluster diagrams. The linked cluster theorem states that the
logarithm of the S-matrix involves just the sum of the linked cluster diagrams:

nS[7, 7] = Z{Linked Cluster Diagrams} (8.66)

To show this result, we shall employ a trick called the “replica trick”, which takes advantage of the
relation

n
InS = lim [S - 1] (8.67)
n—! n
In other words, if we expand S” as a power-series in n, then the linear coefficient in the expansion
will give us the logarithm of S. It proves much easier to evaluate S” diagramatically. To do this,
we introduce n identical, but independent replicas of the original system, each “replica” labelled by
A = (1,n). The Hamiltonian of the replicated system is just H = 3’ ,_; , and since the operators of
each replica live in a completely independent Hilbert space, they commute. This permits us to write

(S47.7D)" = (SIT exp

i f dt Z (VT w,) + source terms)} ) (8.68)
% d=ln
‘When we expand this, we will generate exactly the same Feynman diagrams as in S, excepting that
now, for each linked Feynman diagram, we will have to multiply the amplitude by N. The diagram
expansion for interacting fermions will look like

Si(@,a) i ,lszv\O+@+5’[++ ,9._+_<_&\_L<_+...]a
- 2[00 +(O~0) + (O~ |

-0 -

from which we see that the coefficient of N in the replica expansion of SV is equal to the sum of the
linked cluster diagrams, so that

InS)(@, a) = Ov\O+@+z‘z —<—+~<9<7+—<—‘{::z—<—+... a+...
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By differentiating the log of the S-matrix with respect to the source terms, extract the one-particle
Green’s functions as the sum of all two-leg diagrams

6*InS;(@. @) _

e O

Z{Two leg diagrams}
49471+2—<—£:2—<—1+.4. (8.70)

This is a quite non-trivial result. Were we to have attempted a head-on Feynman diagram expansion
of the Green’s function using the Gell Mann Lowe theorem,
Gl - 2) = DTS U ) 71
(BIS1$)
we would have to consider the quotient of two sets of Feynman diagrams, coming from the con-
tractions of the denominator and numerator. Remarkably, the unlinked diagrams of the S matrix in
the numerator cancel the unlinked diagrams appearing in the Wick expansion of the denominator,
leaving us with this elegant expansion in terms of two-leg diagrams.
The higher order derivatives w.r.t. @ and & correspond to the connected n-body Green'’s functions

2—a—1+2

Example 8.1: By introducing a chemical potential source term into the original Hamiltonian,

H= f Bx5p(x, DP(x) (8.72)

show that the change in the logarithm of the S-matrix is

InS[¢] = InS[0] + % [54)(1) (8.73)

where

- OO OO D~ 67

denotes the sum of all diagrams that connect two “density” vertices. Use this result to show that
the time-ordered density correlation function is given by

2

5
————— 8.75
560 ()

—i{¢ITop(1)op()lp) = InS[p] =il

Example 8.2: Expand the S-matrix to quadratic order in @ and @, and use this to show that the
two-particle Green’s function is given by

1 5*s
S[a, a] sa(1)oa(2)da(3)da(4)

—(IT (W B 4)]lp)
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l——sd 1 4 1 4
- " \’i: . >C< (8.76)
2—=—3 2""”’> 3 2 3

Show that the last term, which is the connected two-particle Green’s function, is the quartic
term coefficient in the expansion of InS [@, &].

8.3 Feynman rules in momentum space

Though it is easiest to motivate the Feynman rules in real space, practical computations are much
more readily effected in momentum space. We can easily transform to momentum space by expand-
ing each interaction line and Green’s function in terms of their Fourier components:

| ———2 = G, —X2)=f D Gy
(ny?
diq iq(X1-X2)
1 2 = VX -Xy) = f Gy V@1 (8.77)

where we have used a short-hand notation p = (p, w), ¢ = (q,v), X = (X,#),and pX = p-x—wt. We
can deal with source terms in similar way, writing

- ddp ipX
a(X) = f ") (8.78)

Having made these transformations, we see that the space-time co-ordinates associated with each
vertex, now only appear in the phase factors. At each vertex, we can now carry out the integral over
all space-time co-ordinates, which then imposes the conservation of frequency and momentum at

each vertex.
P2
w = f d*xe PP 0X = Q6D (py — pa - q) (8.79)
q
’ P

Since momentum and energy are conserved at each vertex, this means that there is one independent
energy and momentum per loop in the Feynman diagram. Thus the transformation from real-space,
to momentum space Feynman rules is effected by replacing the sum over all space-time co-ordinates
by the integral over all loop momenta and frequency. (Table 8.2). The convergence factor

0" (8.80)

is included in the loop integral. This term is only really needed when the loop contains a single prop-
agator, propagating back to the point from which it eminated. In this case, the convergence factor
builds in the information that the corresponding contraction of field operators is normal ordered.
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Actually, since all propagators and interaction variables depend only on the difference of posi-
tion, the integral over all n space-time co-ordinates can be split up into an integral over the center-
or-mass co-ordinate

Xi+Xo+...X
Xoy = ———22m2n 881)
n

and the relative co-ordinates

Xr =X, - Xi, (r>1), (8.82)
as follows

]_[ d'X, = d'X., ]_[ &%, (8.83)

r=l,n r=2,n

The integral over the X, imposes momentum and frequency conservation, whilst the integral over
X.m can be factored out of the diagram, to give an overall factor of

f d'X o = 2r)69D0) = VT (8.84)

where V is the volume of the system, and T the time over which the interaction is turned on. This
means that the proper expression for the logarithm of the S-matrix is

In(S)=VT Z{ linked cluster diagrams in momentum space}. (8.85)
In other words, the phase-factor associated with the S-matrix grows extensively with the volume
and the time over which the interactions act.
8.3.1 Relationship between energy, and the S-matrix

One of the most useful relationships of perturbation theory, is the link between the S-matrix and the
ground-state energy, originally derived by Jeffrey Goldstone[3]. Here the basic idea is very simple.
When we turn on the interaction, the ground-state energy changes which causes the phase of the
S-matrix to evolve. If we turn on the interaction for a time 7, then we expect that for sufficiently
long times, the phase of the S-matrix will be given by —iAET:

S[T1 = (-l U(T/2)U T (~T2)|o0) oc e LT (8.86)

where AE = E, = E, is the shift in the ground-state energy as a result of interactions. This means
that at long times,

In(S[T]) = —iAET + constant (8.87)
But from the linked cluster theorem, we know that

S=VT Z{]inked clusters in momentum space} (8.88)
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which then means that the change in the ground-state energy due to interactions is given by

AE =iV Z{linked clusters in momentum space} (8.89)

To show this result, let us turn on the interaction for a period of time 7', writing the ground-state
S-matrix as

SIT] = (=0l U(T 2)U" (~T2)o0) (8.90)

If we insert a complete set of energy eigenstates 1 = ) ; [2){(4] into this expression for the S-matrix,
we obtain

S[T] = Z(—OOI17(T/2)|/1></1IU+(—T/2)|00> 391)
2
In the limit 7 — oo, the only state with an overlap with the time-evolved state U (=T /2)|¢,) will
be the true ground-state [i/¢) of the interacting system, so we can write
S(T) = UT DU (-T/2) (8.92)

where U(7) = <7oo|f](r/2)|¢>. Now differentiating the first term in this product, we obtain

i _ i iH,7t/2 —iHt/2
GUM = Gl )
= §<wauH0U<r/2> — U(t/2)H))
- _%wm (8.93)

Similarly, £ U (-1) = ~AE¢f(-1), so that

ar
STy _
r— = ~IAES(T) (8.94)

which proves the original claim.

84 Examples

84.1 Hartree Fock Energy

As a first example of the application of Feynman diagrams, we use the linked cluster theorem to
expand the ground-state energy of an interacting electron gas to first order. To leading order in the
interaction strength, the shift in the ground-state energy is given by

Eg = E,+iV [M+@] (8.95)
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corresponding to the Hartree, and Fock contributions to the ground-state energy. Writing out this
expression explicitly, noting that the symmetry factor associated with each diagram is p = 2, we
obtain

iV [ EPkdk dodw’

AEur =75 @b (2n2

V[ (<28 + 11)A(Vgm0) + (<12 + 1NViw) | GRIGK)
In the last chapter (6.74), we obtained the result

(Tkolke) = =i f ‘;—:G(k, w)e = fi = Ok - [KI) (8.96)

so that the shift in the ground-state energy is given by

3131
st =5 [ d(;‘:)f (@5 + 12(Vaeo) = @5 + DViso)| e (8.97)
In the first term, we can identify p = (2S5 + 1) 3 fk as the density, so this term corresponds to the
classical interaction energy of the Fermi gas. The second term is the exchange energy. This term
is present because the spatial wavefunction of parallel spin electrons is antisymmetric, which keeps
them apart, producing a kind of “correlation hole” between parallel spin electrons.

Let us examine the exchange correlation term in more detail. To this end, it is useful to consider
the equal time density correlation function,

Coe(@=2) = (d0] : pr(X)per () : I0)

In real space, the Hartree Fock energy is given by

A 1
Gilto = 53 [ P00l o) o)

oo’

1 o o
=3 Z f ExdPyV(E = H)Coror (¥ - ) (8.98)

Now if we look at the real-space Feynman diagrams for this energy,

O~ - &2
- —%ZLX,V(X—X/) ( Q°x Q"'x')HQ} X

oo’
since each interaction line contributes a iV(x — x”) to the total energy, we deduce that the Feynman
diagram for the equal time density correlation functions are

Copr(X—y) = — [( ©° x QOV x') +(x <>0 x’)ém,,] (8.100)
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Written out explicitly,
—ipo

—_—
Cor(X=7) =|(=G(0,07)%) = 65 G(Z - §.0)G(F - £,07)

= P2+ 050 G(E-F,0)GE - 2,07) (8.101)

where we have identified G(G,O’) = ipo with the density of electrons per spin. From this we see
that C1 (¥ - 3) = pg is independent of separation- there are no correlations between the up and
down-spin density in the non-interacting electron ground state. However, the correlation function
between parallel spin electrons contains an additional term. We can calculate this term from the
equal time electron propagator, which in real space is given by

fG(k’O—)eik-x — if ﬁ(eik-x
k k,

sinkr
kr

—
; f K*dk (" d cos 0 jikrcoso
k<kp 27'1'2 2

" sin(ker) — ker cos(kpr)] = ipoP(kpx) (8.102)

G(x,07)

i
2723

o . .
where pg = ﬁ is the density, while

sin x — X COS X

3.
P(x) = 3( 3 ) ==ji(x) (8.103)
X X
and ji(x) is the [ = 1 spherical Bessel function. The density correlation function of parallel spin
fermions then takes the form

Cry(r) = p3 (1 = [Prr) )

This function is shown in Fig. 8.2: at r = 0 it goes to zero, corresponding to the fact that the
probability to find two “up” electrons in the same place actually vanishes. It is this hole in the cor-
relation function that gives the interacting electron fluid a pre-disposition towards the development
of ferromagnetism and triplet paired superfluids.

Before we end this section, let us examine the Hartree Fock energy for the Coulomb gas. For-
mally, with the Coulomb interaction the Hartree interaction becomes infinite, but in practice, we
need not worry, because to stabilize the charged Fermi gas, we need to compensate the charge of the
Fermi gas with a uniformly charged background. Provided the Fermi gas is uniform, the classical
Coulomb energy of the combined system is then identically zero. The leading order expression for
the ground-state energy of the compensated Coulomb gas of Fermions is then

E, 12k 28 +1) &2

L5+ ) | —fi - WS 8.104

7 ( ) fk T A 2 " Sicfic T ( )
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Figure 8.2: “Correlation hole”. The equal time correlation function Cy1(krr) for the non-interacting
Fermi gas. Notice how this function vanishes at the origin, corresponding to a vanishing probability
to find two “up” electrons at the same location in space.

A careful evaluation of the above integrals (see Problem 8.1) gives

E, 3 3¢k
Zs_ |26 -
v P35 T Tan

where p = (25 + 1)k} /(37?) is the density of particles. An important parameter for the electron gas
is the dimensionless separation of the electrons. The separation of electrons R, in a Fermi gas is
defined by

47er, 1
3=
where p is the density of electrons. The dimensionless separation ry is defined as ry = R,/ap where
ap = hi;‘% is the Bohr radius, so that
ry = ! (8.105)
akFaB

1
where @ = (%)3 ~ 0.521. Using r,, we can re-write the energy of the electron gas as
E 3Ry 3 Ry
eV

5a2r2 2marg
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= (—2 - )Ry (8.106)
rs rs
where Ry = % = 13.6¢V is the Rydberg energy. From this, we see that the most strongly

2011

B
correlated limit of the electron gas is the dilute limit.

8.4.2 Electron in a scattering potential

As an illustration of the utility of the Feynman diagram approach, we now consider an electron
scattering off an attractive central scattering potential. Here, by resumming the Feynman diagrams,
it is easy to show how in dimensions d < 2, an arbitrarily weak attractive potential gives rise to
bound-states.

The Hamiltonian is given by

H= Z ' xex + Hye (8.107)
k

where e = k*/2m — u and the scattering potential is given by

Hy. = f dxyt (p()U(x) (8.108)
If we Fourier transform the scattering potential, writing
U(x) = f U(q)e'd™ (8.109)
q
then the scattering potential becomes

H, = Urw ¢ e (8.110)
ik

kk’
amplitude to transfer momentum k — k’

The Feynman diagrams for the one-electron Green’s function are then

=P = yy——+————+——o—p—o—p——+ ... 8.1I])
Kk’ k k K’ k K’ k” k
where
1
—— =Gk w)=—— (8.112)
Kk w — € — 0k
denotes the propagator in the absence of potential scattering and
— = Uk—k/ (8.113)
k' k
is the basic scattering vertex. The first diagram represents the amplitude to be transmitted without
scattering; subsequent diagrams represent multiple scattering processes involving one, two three
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and more scattering events. We shall lump all scattering processes into a single amplitude, called
the t-matrix, represegted by

k(W) =—@—=—o—+—o—p—0—+—o—p—o—p—o—+... (8.114)
K’ K’ K"
With this short-hand notation, the diagrams for the electron propagator become
tkk’éw)
=P = ——+ (8.115)
Kk’ k k K’ k
Written out as an equation, this is

Gk, k', w) = Sk Gk, ) + G°(k, w)ix k (w)G° (K, w) (8.116)

If we look at the second, third and higher scattering terms in the t-matrix, we see that they are
a combination of the t-matrix plus the bare scattering amplitude. This enables us to re-write the
t-matrix as the following self-consistent set of Feynman diagrams

g (W)
O ——— (8.117)
k kl k/!
Written out explicitly, this is
tae (@) = Uggr + Z Uni GO(K”, 0)tirie (@) (8.118)

K"

Equations (8.116) and (8.118) fully describe the scattering off the impurity.
As a simplified example of the application of these equations, let us look at the case of s-wave
scattering off a point-like scattering center:

U(x) = Us'(x) (8.119)

In this case, U(q) = U is independent of momentum transfer. By observation, this means that the
t-matrix will also be independent of momentum, i.e. #x (w) = t(w). The equation for the t-matrix
then becomes

Hw)=U+U Z G(K", w)t(w) (8.120)
<
or
U
Hw) = TUre (8.121)
where
_ d'p 1
Flo) = f Y w— & + idx
A
1
= fo deN(e)m (8.122)
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and N(e) is the density of states. A high-energy cut-off has been introduced to guarantee the con-
vergence of the integral. Physically, such a cut-off corresponds to the energy scale, beyond which
Jthe scattering potential no longer behaves as a point potential. At low energies, F(w) < 0, so that if
U < 0, there is the possibility of poles in the t-matrix, corresponding to bound-states.

As we have derived it, our scattering t-matrix describes scattering in the presence of a Fermi
sea. To recover free particle behavior, we imagine that the Fermi sea is empty, so that the chemical
potential is zero so that

kZ
& =5 (8.123)
m
In d-dimensions, the density of states is given by
N(e) k""% o €37 (8.124)
€
The low energy behavior of F(w) is then given by
F(w) « - (8.125)

This quantity diverges in dimensions d < 2, so that there will be bound-states for arbitrarily small
attractive potentials U < 0. In two dimensions, the density of states is N(w) = N(0)and F(w) =
—N(O)ln%, so that for attractive U = —|U]|,

10| _ 1

1 = =
@ 1 - [UINO)In2 N(O)ln(%)

(8.126)

_ 1 . . .
where w, = Ae”UNO) | giving rise to a bound-state at energies w = —w,.
Remarks

e The energy scale w, can not be written as a power-series in U, and as such, is an elementary
example of a “non-perturbative” result. The bound-state appears because an infinite class of
Feynman diagrams have been resummed.

e The appearance of a bound-state for electrons scattering off an arbitrarily weak attractive
potential is similar to the Cooper instability.

8.5 The self-energy

The concept of the self-energy enables us to understand the feedback of the interacting environment
on a propagating particle. This is one of the most important examples of the power of Feynman
diagram resummation.

Let us consider the Greens function of a fermion in an interacting environment. Every dia-
gram contributing to the propagator consists of a sequence of free propagators separated by various
many-body scattering processes. The self-energy sums the amplitude for all of these intermediate
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scattering processes into a single entity represented by the symbol X. With this conceptual simplifi-
cation, the propagator has the structure

—— —— () 312
where
2(k, )=—(:}—:9—&—+ ++4.. (8.128)
¢ vk kg ( k’ k

K’ K"

denotes the self-energy: the sum of all scattering processes that can not be separated into two by
cutting a single propagator. By convention each of these diagrams contain two small stubs (without
arrows) that denote the points where the diagram connects with incoming and outgoing propagators.
We do not associate any propagator with these stubs. In a rather macabre terminology, the external
legs of the self-energy are sometimes said to have been “amputated”.

The one-particle propagator can then be expanded as a geometric series involving the self-
energy, as follows

Gkw) = —»— + —»@—»— +—>—(:}—>—(:}—>— +...

_ Go + G360 + GO(=GY)? +...

— GO = 1

TI-3G" T (Gk,w)! -2k, w)

(8.129)
So that
ko) — (8.130)
) e - 2k, ) '

Feynman propagator

This heuristic derivation involves the summation of a geometric series, which in general will be
outside its radius of convergence, but we may argue the result is true by analytic continuation.
Another way to derive the same result is to notice that the second and subsequent terms in the series
(8.129) can be re-written in terms of the original Green’s function, as follows:
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—— :—>—+—>—‘:*

Gk, w)

(8.131)

G'k,w) + Gk, w)ik,w)Gk,w)

Dyson equation

This equation is called a “Dyson equation”[2]. Using it to solve for G(k, w), we also obtain (8.130).
Physically, the self-energy describes the cloud of particle-hole excitations which accompanies the
propagating electron, “dressing” it into a quasiparticle. In general, the self-energy has both a real,
and an imaginary component.
Sk, w = i6) = X' (k, w) + iT'(k, w). (8.132)

The imaginary component to the self-energy describes the rate of decay of the bare fermion, through
the emission of particle-hole pairs.

If we use this expression to evaluate the one-particle spectral function, we obtain

Ik, w)

[w - & — X' (k,w)]? + T(k, w)?
If the self-energy is small, we see that this corresponds to a Lorentzian of width I" centered around
a renormalized energy € = e + X'(K, €;). If we expand the Lorentzian around this point, we must
be careful to write w — & — X'(k, w) = (w — §)Zx where lel = (1 -0,Y(k, w))lw:el:. Near the
renormalized energy w ~ €,

Ak, w) = %Imc(k, w—is) = (8.133)

7
Gk, w—id) = — % (8.134)
w—¢g —il}
where, provided 1";2 is small,
& = &+ ' (K, &) renormalized energy
(8.135)
= Z4Tke), Lifetime.

can be interpreted as a “quasiparticle” with energy €, and lifetime I} (see section 7.8). Now this
“quasiparticle peak” is not the only component to the spectral function, because it only contains a
weight Zy, while the total weight of the spectral function is unity. The full Green’s function is better
represented in the form

7
K 4 Gipeko @) (8.136)

Gk,w—id) = ———=
w-—¢ —ily

where Gy, represents the incoherent particle-hole continuum contribution to the Green’s function.
This is precisely the form of spectral function expected in a Fermi liquid (7.8), with a sharp quasipar-
ticle pole co-existing with an incoherent background A;;,(k, w). From the spectral decomposition
(6.117), we can relate Zx to the overlap between the bare particle and the dressed quasiparticle:

Zi = [q.ptcle korle o) “Quasiparticle weight”. (8.137)
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8.5.1 Hartree-Fock Self-energy

The simplest example of the self-energy is the Hartree-Fock self energy, given by the two diagrams

2

b b
d -~
i f {—(2S + 1)vq:0+v,,,,,,} f 2—:G°(k)e"“° (8.138)
.

Zpr(p, w)

Here we see a case where we must include a convergence factor, associated with the normal ordering
of the operators inside the interaction. Identifying f dwGO(k)e' " = 2ri fpr» We obtain

&K

Zur(p) = f —[(ZS + Vo = Voo ] (8.139)
wi<ke (27) 4 e

In the Hartree-Fock approximation, the electron acquires a renormalized energy

E; =¢e + Zyp(p) (8.140)
but since the Hartree-Fock self-energy is completely static, in this approximation, the quasiparticle
has an infinite lifetime. The mass of the quasiparticle is nevertheless renormalized. Suppose we
write

P « _ [P
= Vpep = [Z + VpZHF(p)] (8.141)
then integrating by parts,
VpZur(p) = —f VoVpp for = +f Vo Vpp for = —f Vop Vp for (8.142)
P P’ P’

Writing Vp, fp = Vps; (0f |0€") = —%6(5;;), we then obtain

VpZur(p)

I
S

A P
Vo (J) e

pr © o (pr\NO) [ dQy
T oy Vo ® D) = () 5 [ Vo wcosto
= -2 (8.143)

m*

where N(0) = m*pp/(7*1) is the renormalized density of states and by analogy with Fermi liquid
theory, we have written,

221

bk . pdf

June 28,

Chapter 8.

©Piers Coleman 2011

2011

This is the dipole (I = 1) Landau parameter expected in Hartree-Fock theory, where the quasiparticle
interaction is given by fprpo = Vg=0 = Vp-prdoo, s0 that fi, = Vg=0 - $Vp-p (see eq. (7.36).
Combining (8.141) and (8.143), we then obtain

p

%(1 +Fp=2 (8.145)

so that the renormalized mass is given by

*

O (8.146)
m

Formally, this result is the same as that derived in Landau Fermi liquid theory (section 7.4.2), using
the Hartree-Fock approximation to the quasiparticle interaction (7.36 )

Jop = Va=0 = Vpp'- (8.147)
However, a more realistic theory would take into account the screening and modification of the
interactions by the medium, a subject which we touch on at the end of this chapter.
8.6 Response functions

One of the most valuable applications of Feynman diagrams, is to evaluate response functions.
Suppose we couple the interacting system up to an external source field,

H(r) = Ho + H(t) (8.148)
where
Hy(1) = -ADf(©®) (8.149)

involves the coupling of an external force to a variable of the system. Examples would include

External magnetic field

Hy(1) = -up f d*xd(x) - B(x, 1),
Hy(r) = - f & xp(x)D(x, 1) External potential (8.150)

In each case, the system will respond by a change in the variable A(#). To calculate this change, we
use the interaction representation of H(f) , so that

Au() = U'(0A(OU () (8.151)
where, from chapter 7,
"t
U(r) = T exp [—if Hs(t’)dt’} (8.152)
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We shall now drop the subscript 7, because A;(f) = A(t) also corresponds to the Heisenberg repre-
sentation of H,. Expanding (8.151) to linear order in Hy, we obtain

!
An(t) = A1) — if [A(1), H(t))d!' + O(H?) (8.153)
Finally, taking expectation values, we obtain
[
(An(0) = <¢|A(Z)\¢)—if (PILA(), H(t)]Ig)drt’ (8.154)

But if A is zero in the absence of the applied force, i.e. (¢|A(?)|¢) = 0, then the linear response of
the system is given by

<mm»=jmmya—wﬂmm’ (8.155)

where

x(t = 1) = {IAD, Aot - 1) (8.156)

is called the “dynamical susceptibility” and A(¢) is in the Heisenberg representation of the unper-
turbed system.

Now in diagramatic perturbation theory, we are able to evaluate time-ordered Green functions,
such as

X" (1=2) = () XPITADAQ)($). (8.157)

Here, the prefactor (i) has been inserted because almost invariably, A is a bilinear of the quantum
field, so that y” is a two-particle Greens function. Fortunately, there is a very deep link between
the dissipative response function, and the fluctuations associaed with a correlation function, called
the “fluctuation-dissipation” theorem. The Fourier transforms of R and G are both governed by pre-
cisely the same many-body excitations, with precisely the same spectral functions, with one small
difference: in the complex structure of y(w), all the poles lie just below the real axis, guarantee-
ing a retarded response. By contrast, in y”(w), the positive and negative energy poles give rise to
retarded, and advanced responses, respectively. The spectral decomposition of these functions are
then,

2AM Pw,
w = _—
xew) ;wi—(w+i6)z
. 2\MPwy
T
= e e 8.158
X' () lz(au—id)z—wz (8.158)

P
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where M, = (A|Al¢) is the matrix element between the ground-state and the excited state A and
wy = E, — Eg is the excitation energy. In this way, the response function can be simply related to
the time-ordered response at a small imaginary frequency:

X() = =iy (w + i6) (8.159)

‘We can obtain the Feynman rules for the time-ordered correlation function, by introducing a source
term H, and calculating the S-matrix S[f]. In this case,

2

0
————InS[f] = ~(BITIADAR)lI$) = x" (1 -2) = | (8.160)
srnery V=@ *
Diagramatically, the time-ordered correlation function for the quantity A, is given by
)(T(w) = Z{diagrams formed by connecting two ”A” vertices together.} (8.161)

as summarized in Table 8.3.
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8.6.1 Magnetic susceptibility of non-interacting electron gas

One of the fundamental qualities of an fermi liquid, is its non-local response to an applied field.
Suppose for example, one introduces a localized “delta-function” disturbance in the magnetic field,
0B,(x) = B&3(x). Since the fermions have a characteristic wave vector of order k, this local distur-
bance will “heal” over a length-scale of order [ ~ 1/kr. Indeed, since the maximum wavevector for
low-energy particle-hole excitations is sharply cut-off at 2k, the response produces oscillations in
the spin density with a wavelength A = 27/kp that decay gradually from the site of the disturbance.
These oscillations are called “Friedel Oscillations” (Fig. 8.3). In the case of the example just cited,
the change in the spin density in response to the shift in the chemical potential is given by

SM(X) = x (DB (8.162)

where

Xs(D) = f X(q, w = 0)e7¥ (8.163)
q

is the Fourier transform of the dynamical spin susceptibility. We shall now calculate this quantity
as an example of the application of Feynman diagrams.
From the interaction in (8.150 ) the magnetization is given by

M(x) = f d*x y(x = x)B(x') (8.164)

where
X, (0 = Kl (), 7 (O)]Ipen) (8.165)

The electron fluid mediates this non-local response. If we Fourier transform this expression, then
M(q) = {(q)l_f(q), where (in a relativistic short-hand)

Xan(q) = iy f d* (@l (x), TP (0)]|p)8(r)e ™ (8.166)

We can relate y (G, v) = 4)(217((?, v + i6) where the time ordered Greens function is given by

T 2 b a
Xa@) = HpO o
26 G(k+q)G(k)

dw
= ~Hj f 5, Tr[o Gk + )’ G)| = bunx” (). (8.167)
k
The susceptibility x”(¢) is then
. dw 1 1
Np=-243 | —=|——— 8.168
X(q) Hp k27r w+v—€k+qw—€k ( )

where we have invoked the notation & = e — idsgn(ex). The term inside the square brackets has
two poles at w = & and at w = &q — V,

f’fdfw 1 1 1
u,_ 27 (&g — &) —V | W+ V = €kiq t i0ksq @ — € + 0k
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Figure 8.3: “Friedel oscillations in the spin density, in response to a delta-function disturbance in
the magnetic field at the origin.These oscillations may be calculated from the Fourier transform of
the Lindhard function.

We may carry out the frequency integral by completing the contour in the upper half plane. Each
Green function gives a contribution 27i X fermi function, so that

Sierq = Sk

'@ =—2ipf | —1——— (8.169)
k (Eig — &)~V
so that the dynamic susceptibility y(q, v) = =iy’ (q, v + i6) is given by
x(q,v+1i6) = 2;1%g f M dynamic spin susceptibility (8.170)
k V= (€k+q — &) + 00

There are a number of important pieces of physics encoded in the above expression that deserve
special discussion:

e Spin Conservation. The total spin of the system is conserved, so that the application of a
strictly uniform magnetic field to the fluid can not change the total magnetization. Indeed, in
keeping with this expectation, if we take § — 0 we find limg_,o x(g,v) = 0.
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" ()

Figure 8.4: “The Lindhard function”. The Fourier transform of this function governs the mag-
netic response of a non-interacting metal to an applied field. Notice the weak singularity around
q/(2kr) = 1 that results from the match between the Fermi surface, and the wavevector of the
magnetic response.

o Static susceptibility. When we take the limit v — 0, we obtain the magnetization response to
a spatially varying magnetic field. The static susceptibility is given by
S — J
=245 [ =2 (8.171)
k (€k+q — &)
This response is finite, because the spins can always redistribute themselves in response to a
non-uniform field. When we take the wavelength of the applied field to infinity, i.e ¢ — O,
we recover the Pauli susceptibililty

X = 248 fk (—df (6)) =243 fk 8(ax) = pEN(O), (8.172)

de

where N(0) = "™ is the total density of states. The detailed momentum-dependent static
susceptibility can be calculated (see below), and is given by

X@ = BNOFGL)
2kp
IT+x| 1
= 8.173
—xl"2 @.173)
The function F(x) is known as the Lindhard function[4]: it has the property that F(0) = 1,
while F’(x) has a logarithmic singularity at |x| = 1.

F(x)

1
- 2)ln

o Dissipation and the imaginary part of the susceptibility. The full dynamic spin susceptibility
has both a real and an imaginary part, given by

x(@,v) = x'(q,v) +ix"(q,v).
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2

q/(2kr)

Figure 8.5: Density plot of the imaginary part of the dynamical spin susceptibility, calculated from
(8.180) showing the band of width 2kr that spreads up to higher energies. Excitations on the left
side of the band correspond to low momentum transfer excitations of electrons from just beneath
the Fermi surface to just above the Fermi surface. Excitations on the right hand side of the band
correspond to high momentum transfer processes, right across the Fermi surface.

where the imaginary part determines the dissipative part of the magnetic response. The dissi-
pation arises because an applied magnetic field generates a cloud of electron hole pairs which
carry away the energy. If we use the Dirac-Cauchy relation 1/(x + i6) = P(1/x) — ind(x) in
(8.170 ), we obtain

X(@,) = 2u fk 76V = (€rq — €1 (fk = firq)s (8.174)

This quantity defines the density of states of particle-hole excitations. The excitation energy
of a particle hole pair is given by

k
+q—cos(-)

Gora &= gy

where 6 is the angle between k and q. This quantity is largest when 6 = 0, k = kr and smallest
when 6 = 7, k = kg so that

2 2
L ake 4 dkr
2m  m 2m  m

defines a band of allowed wavevectors where the particle-hole density of states is finite, as
shown in Figure 8.5. Outside this region, x,(q, v) is purely real.
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8.6.2 Derivation of Lindhard Function
The dynamic spin-susceptibility
Je = Jx
X(@v) = 24 f ——— (8.175)
k (€kiq — & — V)
can be rewritten as
(qv)*22ff[ ! + ! ] (8.176)
e Hs ) (€keq — &k — V) (ek-q — & +V) '
Written out explicity, this is
ke k2dk (" dcosd 1
,1/:22 —f —_—+t (v, - —(v, l
X(Q,v) = 2up b, 22 )2 |evacasy (O, @) = =% @)
By replacing g, — % — p rescaling x = k/kp, g = q/(2kr) and ¥ = v/(4€r), we obtain x(q,v) =
,ulng (0)F (g, V), where
o 1 1 5 1 1
F(G,v)=— x“dx de| ———=+ (v - -v) (8.177)
4q Jo S |xe+g-
is the “Lindhard Function”. Carrying out the integral over angle, we obtain
1 1 q- % +x
F(G,v) = — xdx|In| ———— |+ —> -V)
43 Jo G-3-x
1 7\2 g-L+1 1
N 1—(@—!) nl—1 |16 5 -»|+= (8.178)
8q q G-z-1 2
This function is known as the Lindhard function. Its static limit, F(§) = ¥(g,v = 0),
1 g+1 1
F@)=— 1—*21‘ ‘ = 8.179
@ 45([ q]nq_1 *5 (8.179)

has the property that F(0) = 1, and that dF/dx is singular at x = 1 as shown in Fig. 8.4. The
imaginary part of y(q, v + i) is given

~12
@) = BNO)y x =11 - [q . E] ol1 - [q_
8¢q g

which is plotted in Fig. 8.5.

Q| <

2
] } —v> —v)} (8.180)
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8.7 The RPA (Large-N) electron gas

Although the Feynman diagram approach gives us a way to generate all perturbative corrections, we
still need a way to selecting the physically important diagrams. In general, as we have seen from
the last examples, it is important to resum particular classes of diagrams to obtain a physical result.
What principles can be used to select classes of diagrams?

Frequently however, there is no obvious choice of small parameter, in which case, one needs
an alternative strategy. For example, in the electron gas, we could select diagrams according to the
power of ry entering the diagram. This would give us a high-density expansion of the properties -
but what if we would like to examine a low density electron gas in a controlled way?

One way to select Feynman diagrams in a system with no natural small parameter is to take the
so-called “large-N" limit. This involves generalizing some internal degree of freedom so that it has
N components. Examples include:

e The Hydrogen atom in N-dimensions.

e The electron gas with N = 2§ + 1 spin components.

e Spin systems, with spin S in the limit that S becomes large.

e Quantum Chromodynamics, with N, rather than three colours.

In each of these cases, the limit N — oo corresponds to a new kind of semiclassical limit, where
certain variables cease to undergo quantum fluctuations. The parameter 1/N plays the role of an
effective 71

1
—~n 8.181
N ( )

This does not however mean that quantum effects have been lost, merely that their macroscopic
consequences can be lumped into certain semi-classical variables.
8.7.1 The RPA electron gas

‘We shall now examine the second of these two examples. The idea is to take an interacting Fermi
gas where each fermion has N = 2§ + 1 possible spin components. The interacting Hamiltonian is
still written

N 1 B &
H= Z Ekclk(rck(r + E Z VqC k+qoclk’7q(r’ck’o"ck(r (8.182)
k.o

but now, the spin summations run over N = 2§ + 1 values, rather than just two. As N is made very
large, it is important that both the kinetic and the interaction energy scale extensively with N, and
for this reason, the original interaction Vj is rescaled, writing

Vg = %(vq (8.183)
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where it is understood that as N — oo, V is to be kept fixed. The idea is to now calculate quantities
as an expansion in powers of 1/N, and at the end of the calculation, to give N the value of specific
interest, in our case, N = 2. For example, if we are interested in a Coulomb gas of spin 1/2 electrons,
then study the family of problems where

12 Vg
TNETN (8.184)
and &% = 2¢% /€. Atthe end, we set N = 2, boldly hoping that the key features of the solution around
N =2 will be shared by the entire family of models. In practice, this only holds true if the density of
electron gas is large high enough to avoid instabilities, such as the formation of the Wigner crystal.
For historical reasons, the approxation that appears in the large N limit is called the “Random Phase
approximation” or “RPA” for short, a method developed during the 1950s. The early version of the
RPA approximation was developed by Bohm and Pines[5] while its reformulation in a diagrammatic
language was later given by Hubbard[6]. 2. The large N treatment of the electron gas recovers RPA
electron gas in a controlled approximation.

With the above substitution, the Feynman rules are unchanged, excepting that now we associate

a factor 1/N with each interaction vertex. Before we start however, there are a few few preliminar-

ies, in particular, we need to know how to handle long range Coulomb interactions. We’ll begin

considering a general Vg with a finite interaction range. To be concrete, we can consider a screened
Coulomb interaction 5
¢

Vo= oiw

where we take 6 — 0 at the end of the calculation to deal with the infinite range interaction.

(8.185)

8.7.2 Jellium: introducing an inert positive background.

To deal with long-range Coulomb interactions (and take 6 — 0 in the above interaction (8.185)), we
will need to make sure that the charge of the entire system is actually neutral. The resulting medium
is a radically simplified version of matter that is playfully refered to as “jellium”. In jellium, there
is an inert and completely uniform background of positive charges, with charge +|e| and number
density p,(x) = p, adjusted so that p, = p,, the density of electrons. The the Coulomb interaction
Hamiltonian of jellium takes the form

1 1
Hi =3 f V=) () = p)GO) = p) 1= 5 f V=3 :opWip): (8.186)

where p(x) is the density of electrons and dp(x) = p(x) — p, is the fluctuation of the density. We
see that the Coulomb energy of jellium is only sensitive to the fluctuations in the density. The
presence of the background charge has the the effect of upwardly shifting the chemical potential of
the electrons by an amount

Ap = fV(x = x)p+(x') = Vg=op+ (8.187)

2 A more detailed discussion of this early history can be found in the book by Nozi¢res and Pines[7]
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This chemical potential shift can be treated as a scattering potential that is diagonal in momen-
tum, AViw = —Audkx , which introduces an additional uniform potential scattering term into the
electron self energy

—e—=—Au = —Vq=0p+. (8.188)

If we compare this term with the the “tadpole” diagrams in the self-energy
9 =—i(2S + 1)Vg=0 fG(k) = Vg=0Pe- (8.189)
k

we see that when we combine the terms, provided p, = p, they cancel one-another.

f£z+—+—:»mm—pg=o. (8.190)

Thus by introducing a uniform positively charged background, we can entirely remove all tadpole
insertions from the diagrams we draw.

Let us now examine how the fermions interact in this large-N fermi gas. We can expand the
effective interaction as follows

RN = m+'wx®'wv +’\J\J‘\®’V\A®’W\z+ .
-V Yy -V -V -V YV,
N N N 'N N N

iVers(q) (8.191)

The ”self-energy” diagram for the interaction line is called a “polarization bubble”, and has the
following diagramatic expansion.

<:> i <::> ¥ <2i> ¥ 5%§§ * éfgg +eziNdg)  (8.192)

om) om om Oa/N)
By summing the geometric series that appears in (8.191) we obtain
1 Y@
N1+ V(gx(q)

This modification of the interaction by the polarization of the medium is an example of “screening”.
In the large-N limit, the higher-order Feynman diagrams for y(g) are smaller by factors of 1/N, so
in the large-N limit, these terms can be neglected giving

Verr = (8.193)

ix(@N = ixo(@)N + O(1) = +0(1) (8.194)
The large N approximation where we replace y(q) — xo(g) is also called the “RPA appoximation”.
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In the case of a Coulomb interaction, where the screened interaction becomes
Vet =+~ (8.195)
W)= —————————— .
o N g*erpa(q, w)
where we have identified
52
¢
erpa(q, w) = 1+ V(g)x(g) = 1 + qjxo(Q) (8.196)

as the dielectric function of the charged medium. Notice how, in the interacting medium, the in-
teraction between the fermions has become frequency dependent, indicating that the interactions
between the particles are now retarded. From our previous study of the Linhard function, we
showed that y,(q) = N(0)F (q/(2kr)), v/(4€r)) where F is the dimensionless Lindhard function

and Ny(0) = {Zfrf: is the density of states per spin at the Fermi surface, so we may write

rpa(@w) = 1+ 1 (ﬂf’z’ V)) (8.197)
q
where the dimensionless coupling constant
BNy 0) 1 em 1 @
= X = ={=)rs 8.198
(2kp)?>  mkp  4neh*  mkpagp (71') g ( )

173
here ap is the Bohr radius @ = (%) ! ~ 0.521 and ry = (akrap)™" is the dimensionless electron

separation (see 8.105). Notice that the accuracy of the large N expansion places no restriction on
the size of the coupling constant 1, which may take any value in the large N limit. Summarizing,

1 (F@
nkrap Z]Z

Dielectric constant of the RPA electron gas

ERpA(q,w) =1+ (8199)

8.7.3 Screening and Plasma oscillations
At zero frequency and low momentum, ¥ — 1, so the dielectric constant diverges:
€ = limy_0€e(q,v = 0) — co.

Is this a failure of our theory?

In fact: no! The divergence of the uniform, static dielectric constant is the quintisential electro-
static property of a metal. Since € = oo, no static electric fields penetrate a metal. Moreover, the
electron charge is completely screened. At small g, the effective interaction is

52 62

1 e
Verr(q,v) = NW = W, (N=2) (8.200)
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where k = \/22N(0) = /¢2N(0)/€ey (N = 2) can be identified as an inverse screening length. k™! is
the “Thomas-Fermi” screening length of a classical charge plasma. You can think of

e 2
€screeni =——-¢~le| 57
sueenmg(q) «q,0) | ‘qz 2

(where e = —[e|), as the Fourier transform of the screening charge around the electron. We can see

that the electron charge is fully screened, since ey eening(q = 0) = +le|. Note however, that there
is still a weak singularity in the susceptibility when g ~ 2kr, xo(q ~ 2kr,0) ~ (¢ — 2kr)In(g —
2kr), which Fourier transformed, gives rise to a long-range oscillatory component to the interaction
between the particles of the form

2%
Vg s(r) o y (8.201)

This long-range oscillatory interaction is associated with Friedel oscillations.

A second, and related consequence of the screening is the emergence collective of plasma os-
cillations. In the opposite limit of finite frequency, but low momentum, we may approximate yo by
expanding it in momentum, as follows

(8.202)

Yol@,v) = Jira = fk q-vi) (df(f))

k V — (€k+q — &) T hv—(@- v\ de

where vi = Ve is the group velocity. Expanding this to leading order in momentum gives

(q-vi)* (_df(e) N,OW7. (g (h) 7
= | ——|-—|=—5|=-— |5 8.203
Xo(q, V) L 2 de 3 2 m)\y2 |’ ( )
where 7 = n/N is the density of electrons per spin, so that
@
&(Qv)=1-— (8.204)
y
where
2= 2
poEn_en (N =2). (8.205)

is the plasma frequency. This zero in the dielectric function at w = w), indicates the presence of
collective plasma oscillations in the medium at frequency w,,. At finite ¢, wp(g) develops a, forming
a collective mode.

It is instructive to examine the response of the electron gas to a time-dependent change in po-
tential energy —6U(x, t) (corresponding to a change in energy H = — f 6U(x, 1)p(x)) with Fourier
transform dU(q). In a non-interacting electron gas, the induced change in charge is

0pe(q) = Nsxo(9)sU(q)
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corresponding to the diagram

0pe(q) = —i Q sU(q) (8.206)

In the RPA electron gas, the change in the electron density induced by the applied potential produces
its own interaction, and the induced change in charge is given by

Oopeq) = —i + + +...|6U(g)
[+ A O

N o + xo(=Vxo) + xo(-Vxo)* + ... | 6U(q)

xo(q)
1+ Vaxo(q)

} sU(q). (8.207)

So we see that the dynamical charge susceptibility is renormalized by interactions

(g, 9)
1+ 227, 7)

xo(q) _ NO)

=N =
x@ erpa(q)

: @=q/2%kr, V=v/4er)  (8208)

where ¥ (g, V) is given in (8.178). The imaginary part of the dynaical susceptibility x(q,v — i6)
defines the spectrum of collective excitations of the RPA electron gas, shown in in Fig. 8.6. Notice
how the collective plasma mode is split off above the particle-hole continuum.

Remarks:

e The appearance of this plasma mode depends on the singular, long-range nature of the Coulomb
interaction. It is rather interesting to reflect on what would have happened to the results of this
section had we kept the regulating ¢ in the bare interaction V, (8.185) finite. In this case the
plasma frequency would be zero, while the dielectic constant would be finite. In other words,
the appearance of the plasma mode, and the screening of an infinite range interaction are in-
timately interwined. In fact, the plasma mode in the Coulomb gas is an elementary example
of a Higg’s particle - a finite mass excitation that results from the screening of a long-range
(gauge) interaction. We shall discuss this topic in more depth in section (??).

8.74 Zero point energy of the RPA electron gas.

Let us now examine the linked cluster expansion of the ground-state energy. Without the tadpole
insertions, the only non-zero diagrams are then:

AE
& - QXD . .

o(1)
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v/(4er)

0 1 2
q/(2kr)

Figure 8.6: Density plot of the imaginary part of the dynamical charge susceptibility
Im[xo(q,v)/e(q,v)] in the presence of the Coulomb interaction calculated for % =1,(y ~ 6).
using eq. (8.199) and eq. (8.178). Notice the split-off plasmon frequency mode, and how the charge

fluctuations have moved up to frequencies above the plasma frequency.

HHOMO) +...]+ @ el 8209

O(1/N) O(IN)

These diagrams are derived from the zero the zero-point fluctuations in charge density, which mod-
ify the ground-state energy E — E, + E_,. We shall select the leading contribution

®+O:@+©@+ % }63 5210
o)

Now the nth diagram in this series has a symmetry factor p = 2n, and a contribution (—x,(¢)V(g))"
associated with the n polarization bubbles and interaction lines. The energy per unit volume associ-
ated with this series of diagrams is thus

R d*q .
Ezp:l;ﬂ f W(wowyv(q))- (8211)

By interchanging the sum and the integral, we see that we obtain a series of the form ), (’;)n =

—In(1 + x), so that the zero-point correction to the ground-state energy is

1 [ d'
Ep=-iy [ Gl + Vor@)]

Now the logarithm has a branch cut just below the real axis, for positive frequency, but just above the
real axis for negative frequency. If we carry out the frequency integral by completing the contour in
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the lower half plane, we can distort the contour integral around the branch cut at positive frequency,
to obtain

i * d. . .
E, = _%qu 2—‘:[11‘1[1+)(0(q,v+l(5)(vq]—]n[1+)(0((],V—l(5)(vq]]

0
L7 dw Vox"'(@,7)
2 fq fo e (m) (8212)

If we associate a “phase shift”

Vox"(q,v) )
8(q, w) = arctan (7 8.213
(q [T+ Vor (@ vl ( )
then we can the zero-point fluctuation energy can also be written in the form
AE f &g fmd A )[”] (8.214)
o = —_ WA (W) = .
@ @n? Jo 2
where
1 06(q,
Alw) = 2@ @) (8215)
n dw

We can interpret A(w) as the “density of states” of charge fluctuations at an energy w. When the
interactions are turned on, each charge fluctuation mode in the continuum experiences a scattering
phase shift 5(¢, w) which has the effect of changing the density of states of charge fluctuations.
The zero-point energy describes the change in the energy of the continuum due to these scattering
effects.

8.8 Exercises

1. The separation of electrons R,in a Fermi gas is defined by

where p is the density of electrons. The dimensionless separation ry is defined as r; = R,/a where
e

a=4<
me

is the Bohr radius.

(a) Show that the Fermi wavevector is given by

kr =

where @ = (%)% ~0.521.
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(b) Consider an electron plasma where the background charge density precisely cancels the charge
density of the plasma. Show that the ground-state energy to leading order in the strength of the
Coulomb interaction is given by

E _ 3R 3R
oV 5 a’r? 2nmar
221 0916
= (72 - )RY (8.216)
s rs
where Ry = Z:’T is the Rydberg energy. (Hint - in the electron gas with a constant charge

background, the Hartree part of the energy vanishes. The Fock part is the second term in this
expression. You may find it useful to use the integral

1 1
y 1
0 0 X=y 2

(c) When can the interaction effects be ignored relative the kinetic energy?

2. Consider a gas of particles with interaction

7= . 0 N .
V=172 Z V€' i 4o brio o i

(a) Let |¢) represent a filled Fermi sea, i.e. the ground state of the non interacting problem. Use
Wick’s theorem to evaluate an expression for the expectation value of the interaction energy (¢|V|¢)
in the non-interacting ground state. Give a physical interpretation of the two terms that arise and draw
the corresponding Feynman diagrams.

(b) Suppose |¢) is the full ground-state of the interacting system. If we add the the interaction energy
(@IV13) to the non-interacting ground-state energy, do we obtain the full ground-state energy? Please
explain your answer.

(c) Draw the Feynman diagrams corresponding to the second order corrections to the ground-state en-
ergy. Without calculation, write out each diagram in terms of the electron propagators and interaction
V,., being careful about minus signs and overall pre-factors.

. Consider a d-dimensional system of fermions with spin-degeneracy N = 2§ + 1, mass m and total

density Np, where p is the density per spin component. The fermions attract one-another via the
two-body potential

V(i -1)) = —a6“(r; - 1)), (@>0) (8.217)

(a.) Calculate the total energy per particle, e,(N, p) to first order in a.

(b.) Beyond some critical value a., the attraction between to the particles becomes so great that the
gas becomes unstable, and may collapse. Calculate the dependence of a, on the density per spin p. To
what extent do you expect the gas to collapse in d = 1, 2,3 when a, is exceeded?

(c.) In addition to the above two-body interaction nucleons are also thought to interact via a repulsive
three-body interaction. Write the three-body potential V(r;,r;,ry) = 6@ (r; — r)d¥(r; — ryp), in
second-quantized form.

(d.) Use Feynman diagrams to calculate the ground-state energy per particle, ,(N, p) to leading order
in both 8 and . How does your result compare with that obtained in (a) when N = 2?

(e.) If we neglect Coulomb interactions, why is the case N = 4 relevant to nuclear matter?
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4. (a.)Consider a system of fermions interacting via a momentum-dependent interaction V(q) = %U(q),
where N = 2§ + 1 is the spin degeneracy. When N is large, the interactions in this fluid can be treated
exactly. Draw the Feynman diagram expansion for the ground-state energy, identifying the leading
and subleading terms in the 1/N expansion.

(b) Certain classes of Feynman diagrams in the linked-cluster expansion of the ground-state energy

identically vanish. Which ones, and why? Table. 8.1 Real Space Feynman Rules .
(c.) If Nx'“(q) = (5p(q)5p(—q)), is the susceptibility of the non-interacting Fermi gas, i.e

1 2 G2-1)

=iNY“(9), (8218)
> X Ux)

where ¢ = (q,v), what is the effective interaction between the fermions in the large N limit? Suppose Mz V-2
that in real space, U(r) = €*/r is a long-range Coulomb interaction, explain in detail what happens to V-2
the effective interaction at long-distances.

5. Compute the rms quantum fluctuations Ap = +/{(p — p,)?) in the charge density of the electron gas ]—l fd3x,-dt,~ Integrate over all lm?rmed]ate times
about its average density, p,, in the large-N limit. Show that Ap/p, ~ O(1/N), so that the density i and positions.
behaves as a semiclassical variable in the large N limit.

6. Show that the dynamical charge susceptibility of an interacting electron gas in the large N limit, defined R
by -(28 + HG(0,07)

wav+i0) = [ [ ieliptx.n.p0.0lipre 10 (8219)
o [-2s + DIF,
contains a pole at frequencies
3 F =no. Fermion loops.
wg = wp(l+ Eqvf-) (8.220)
where w, = /4re*in/m is the Plasma frequency and vy = pr/m is the Fermi velocity. n(l) ———— n(1)
—— i) —in(1)
0 = :
P= P
@X@ p=28 p = order of symmetry group.
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Table. 8.2 Momentum Space Feynman Rules .
S Go(k, w) Fermion propagator
(k, w)
iV(g) Interaction
M
(q,v)
ig2Do(q) Exchange Boson.
>’ -q U(q) Scattering potential
[-(2S + DIF, F= no. Fermion loops
diqdv o Integrate over internal loop momenta
(q.v) (2m)d+! € and frequency.
1
- p = order of symmetry group.
Q@
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Table. 8.3 Relationship With Physical Quantities.
AE iV Y {linked clusters} 1% [Omo +@+ .. ]
InS VT ¥ {linked clusters) VT [O‘"O +@+ ...
1 2 >.{Two leg diagrams}
KTyt (1) ——~t «2 el
=)(Ty(1) ...y 2m) %(2n- leg diagrams oz
.. ¢ diagrams}
——
n=2 -
Response Functions
PWITIAQ)BDIY) = X%

B(1) }

5555777577
0042035204

27,

AQ2)
i[AQ2), B)O(t) — 12) = xaB

xaB = —ix | p(w — i)

Ve7(q) i%

>+

iVa
N

prag

*x
l'*
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Chapter 9

Finite Temperature Many Body Physics

For most purposes in many body theory, we need to know how to include the effects of temperature.
At first sight, this might be thought to lead to undue extra complexity in the mathematics, for now
we need to average the quantum effects over an ensemble of states, weighted with the Boltzmann
average
e PE
VA
It is here that some of the the most profound aspects of many body physics come to our aid.

pi= ©.1)

- e

- —
e

T NN Y
NN A N NN
SNNNANNNNANNNNNN AR SSNSNENN SN

Ground State T=0 Ensemble of states at temperature T> 0

e—BEx

4

Px =

Figure 9.1: At zero temperature, the properties of a system are determined by the ground-state. At
finite temperature, we must average the properties of the system over an ensemble which includes

. . .e . —BE
the ground-state and excited states, averaged with the Boltzmann probability weight < 2,

Remarkably, finite temperature Many Body physics is no more difficult than its zero temperature
partner, and in many ways, the formulation is easier to handle. The essential step that makes this
possible is due to the Japanese physicist Kubo, who noticed in the early fifties that the quantum-
mechanical partition function can be regarded as a time-evolution operator in imaginary time:

p el = U=ing),
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where U(f) = e’f% is the time-evolution operator, and by convention, we write H = Hy —uN to take
into account of the chemical potential. Kubo’s observation led him to realize that finite temperature
many body physics can be compactly reformulated using an imaginary, rather than a real time to
time-evolve all states .
2o
Kubo’s observation was picked up by Matsubara, who wrote down the first imaginary time formula-
tion of finite temperature many body physics. In the imaginary time approach, the partition function
of a quantum system is simply the trace of the time-evolution operator, evaluated at imaginary time
t=-ing,
Z=Tre P= Tru(-ing),

whilst the expectation value of a quantity A in thermal equilibrium is given by

_ Tr[U(-ifp)A]
W= T o

an expression reminiscent of the Gell-Mann Lowe formula excepting that now, the S-matrix is
replaced by time-evolution over the finite interval ¢ € [0, —i73]: The imaginary time universe is of
finite extent in the time direction! We will see that physical quantities turn out to be periodic in
imaginary time, over this finite interval 7 € [0, /8]. This can loosely understood as a consequence
of the incoherence induced by thermal fluctuations: thermal fluctuations lead to an uncertainty kg7
in energies, so

_h

" ksT

represents a characteristic time of a thermal fluctuation. Processes of duration longer than 77 loose
their phase coherence, so coherent quantum processes are limited within a world of finite temporal
extent, 7.

One of the most valuable aspects of finite temperature quantum mechanics, first explored by
Kubo concerns the intimate relationship between response functions and correlation functions in
both real and imaginary time, which are mathematically quantified via the “fluctuation dissipation
theorem”.

Tr

Quantum/thermal Fluctuations < Dynamic Response

“Fluctuation dissipation”

These relationships, first exploited in detail by Kubo, and now known as the “Kubo formalism”, en-
able us to calculate correlation functions in imaginary time, and then, by analytically continuing the
Fourier spectrum, to obtain the real-time response and correlation functions at a finite temperature.

Most theoretical many body physics is conducted in the imaginary time formalism, and theorists
rarely give the use of this wonderful method a moments use. It is probably fair to say that we do
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(b)

Vp(B) =
Yr(B) = —r(0)

Figure 9.2: (a) Zero temperature field theory is carried out in a space that extends infinitely from
t = —oco to ¢t = co. (b) Finite temperature field theory is carried out in a space that extends over
a finite time, from 7 = 0 to 7 = /8. Bosonic fields (y3) are periodic over this interval whereas
Fermionic fields () are antiperiodic over this interval.

not understand the deep reasons why the imaginary time formalism works. Feynman admits in
his book on Statistical mechanics, that he has sought, but not found a reason for why imaginary
time and thermal equilibrium are so intimately intertwined. In relativity, it turns out that thermal
density matrices are always generated in the presence of an event horizon, which excludes any
transmission of information between the halves of the universe of different sides of the horizon.
It would seem that a complete understanding of imaginary time may be bound-up with a more
complete understanding of information theory and quantum mechanics than we currently possess.
What-ever the reason, it is a very pragmatic and beautiful approach, and it is this which motivates
us to explore it further!

9.1 Imaginary time

The key step in making the jump from zero temperature, to finite temperatures many body physics,
is the replacement

Chapter 9. ©Piers Coleman 2011

kT

st 9.2)

With this single generalization, we can generalize almost everything we have done at zero tem-
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perature. In zero temperature quantum mechanics, we introduced the idea of the Schrodinger,
Heisenberg and interaction representations. We went on to introduce the concept of the Greens
function, and developed a Feynman diagram expansion of the S-matrix. We shall now repeat this
exact procedure in imaginary time, reinterpreting the various entities which appear in terms of finite
temperature statistical mechanics. Table 1. summarizes the key analogies between real time zero
temperature, and imaginary time, finite temperature many body physics.

Table. 9.0 The link between real and imaginary time formalisms.

Schrodinger eqn () = ey (0)) yrs(7)) = ey (0))
Heisenberg rep Ap = e Age ™ Ay = e Age™™
Interaction rep [Wi(1)) = e~ ™ol () (D) = ey (1))
Perturbation Expansion S = (—oco|Te Vit|oo) Z% =Tr [e’ var
Wick’s Theorem vmﬂ(z) = (0|Tv (1) (2)]0) w’?m*@) = (Ty(1)y'(2))
Green’s function G (t) = =i0ITW (D) 1 (0)[0) G (@) = ~(Tya(w’ 1 (0))
. InS =TV ) [linked clusters] = In % = BV 3 [linked clusters] =
Feynman Diagrams _iTAE _pAF

9.1.1 Representations

The imaginary time generalization of the Heisenberg and interaction representations precisely paral-
lels the development in real time, but there are some minor differences that require us to go through
the details here. After making the substitution # — —it#, the real time Schrodinger equation

L0
Hl‘/ﬁ\) - lhgl‘/ﬂ)» (93)
becomes s
Hlrsy = =2 ls)- 94)
T
so the time-evolved wavefunction is given by
Ws(0)) = e MT(0)). ©.5)
248

124



©2011 Piers Coleman

Chapter 9.

The Heisenberg representation removes all time-dependence from the wavefunction, so that
[ r) = IW4(0)) and all time-evolution is transfered to the operators,

Ap(r) = M0 Ag e D HT A o=HT 9.6)
so that the Heisenberg equation of motion becomes
0A
8 = (1, Ap)
or
If we apply this to the free particle Hamiltonian
H= Z EkC*ka
we obtain
dcx
e [H, ci] = —€cc
BCT/(
e [H,c'] = ec’y 9.7)
so that
() = e %¢
) = estet } (ps D) = (@0 # @) ). ©.8)

Notice a key difference to the real-time formalism: in the imaginary time Heisenberg representation,
creation and annihilation operator are no longer Hermitian conjugates.

‘We go on next, to develop the Interaction representation, which freezes time-evolution from the
non-interacting part of the Hamiltonian Hy, so that

H Hot ,~H

Wi(m) = ™ lys(1) = e ) = UDWn)
where U(7) = e"07e™H7 is the time evolution operator. The relationship between the Heisenberg and
the interaction representation of operators is given by

Ap(r) = M Age ™ = U7 (0 A(DU(T)
In the interaction representation, states can be evolved between two times as follows
(1)) = U)U ™ (@)Wi(12)) = S (11, T2l (12))
The equation of motion for U(7) is given by
—%U(T) = —% [eH"Te’HT]
= Moy HT

= Ve U ()

= VimU(r) 9.9)
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and a similar equation applies to S (71, 72),
7}
—ES(TlaTZ) = Vi(r)S (71, 72). (9-10)

These equations parallel those in real time, and following exactly analogous procedures, we de-
duce that the imaginary time evolution operator in the interaction representation is given by a time-

ordered exponential, as follows
-
T exp [— f V,(T)d‘r]
0

T exp [— fn V,(‘r)d‘r] .

1

U

S = ©1D

One of the immediate applications of these results, is to provide a perturbation expansion for
the partition function. We can relate the partition function to the time-evolution operator in the
interaction representation as follows

Z = Tr|e?]=Te|e U@
UBN

/_%“_ﬁT Tr [e'ﬁH"U(ﬂ)]
= Tr [e n] [ ™ [e—[jHo] ]
= ZoUPBo 9.12)

enabling us to write the ratio of the interacting, to the non-interacting partition function as the
expectation value of the time-ordered exponential in the non-interacting system.

z

B
2= oA 2 (Texp[— f v,mm]) (9.13)
Zy o

Notice how the logarithm of this expression gives the shift in Free energy resulting from interac-
tions. The perturbative expansion of this relation in powers of V is basis for the finite temperature
Feynman diagram approach.

9.2 Imaginary Time Green Functions
The finite temperature Green function is defined to be
Gur(@ =7 = ~Tya@wa (@) = =Tr|e PPy () ©9.14)

where i, can be either a fermionic or bosonic field, evaluated in the Heisenberg representation,
F = —T InZ is the Free energy. The T inside the angle brackets the time-ordering operator. Provided
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H is time independent, time-translational invariance insures that G is solely a function of the time
difference 7—7". In most cases, we will refer to situations where the quantum number A is conserved,
which will permit us to write
Gav(t) = 00 Gar).
For the case of continuous quantum numbers A, such as momentum, it is convention to promote the
quantum number into the argument of the Green function, writing G(p, 7) rather than G, (7).
As an example, consider a non-interacting system with Hamiltonian

H= Z ew' 9.15)

where €; = E, — u is the one-particle energy, shifted by the chemical potential. Here, the equal time
expectation value of the fields is

n(ey) (Bosons)

) =
') = o { f(e) (Fermions) (9.16)
where
1
n(e) = e
1
fle) = Bl 9.17)
are the Bose and Fermi functions respectively. Similarly,
B 1 +n(ey) (Bosons)
Ty = | i — , A
W' vy =000 = Wa'Ya) = o { I = fley) (Fermions) 9.18)
Using the time evolution of the operators,
) = e “TYa(0)
yha@ = e y0) 9.19)
we deduce that
Gur(—7) = =[0c = ) ) + L0 = YW pu)| e (9.20)

where we have re-introduced ¢ = 1 for Bosons and —1 for fermions, from Chapter 8. If we now
write Gy (t —7') = 60Ga(T — 7'), then

[(1 + n(e)0(7) + n(€2)0(—7)] (Bosons)
[(1 = feNd(r) = f(e)d(~7)] (Fermions)

There are several points to notice about this Green’s function:

@m=wﬂ% (9.21)

e Apart from prefactors, at zero temperature the imaginary time Green’s function G,(7) is equal
to zero-temperature Green'’s function G (), evaluated at a time ¢ = —it, Gi(7) = —iG (—i7).

e If 7 < 0 the Green function satisfies the relation

Gar(T+p) ={Gar(7)

so that the bosonic Green function is periodic in imaginary time, while the fermionic Green
function is antiperiodic in imaginary time, with period S.
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9.2.1 Periodicity and Antiperiodicity

The (anti) periodicity observed in the last example is actually a general property of finite temperature
Green functions. To see this, take =8 < 7 < 0, then we can expand the Green function as follows

Gur(@ = L Oya(m)
CTe [ Dyt ey e ™| ©22)

Now we can use the periodicity of the trace Tr(AB) = Tr(BA) to cycle the operators on the left of
the trace over to the right of the trace, as follows

G (1) {Tr
= Tty e Py, ]
— {Tr [e—/i(H—F)e(1+/})H,J/Ae—(r+/3)HIJ/+IV]
= (T + B’ v (0)
= (G +p) (9.23)

This periodicity, or antiperiodicity was noted by Matsubara[1]. In the late 1950s, Abrikosov,
Gorkov and Dzyalozinski[2] observed that we are in fact at liberty to extend the function outside
G(7) outside the range 7 € [-f3,8] by assuming that this periodicity, or antiperiodicity extends in-
definitely along the entire imaginary time axis. In otherwords, there need be no constraint on the
value of 7 in the periodic or antiperiodic boundary conditions

Gar(T+p) =£G 1w (1)

With this observation, it becomes possible to carry out a Fourier expansion of the Green func-
tion in terms of discrete, frequencies. Today we use the term coined by Abrikosov, Gorkov and
Dzyaloshinskii, calling them “Matsubara” frequencies[2].

eer/le—rHe—ﬂ(H—F)l#T/l/ l

9.2.2 Matsubara Representation
The Matsubara frequencies are defined as

v, = 2nnkgT (Boson)
n(2n + V)kgT (Fermion). (9.24)

Wp
where by convention, v, is reserved for Bosons and w, for fermions. These frequencies have the
property that

eiv,,(r+[3) — eiv,,r
onTB)  — ot 9.25)

The periodicity or antiperiodicity of the Green function is then captured by expanding it as a linear
sum of these functions:

_ [ T3, Gulive ™ Boson
G = { T ¥, G (iwy)e Fermion 9.26)
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and the inverse of these relations is given by

B )
Gar(iay) = f dtG v (1)e' T, (a, = {Matsubara frequency}) 9.27)
0

Example : Free Fermions and Free Bosons

For example, let us use (9.27) to derive the propagator for non-interacting fermions or bosons with
H=7} ellz//ﬁu/u. For fermions, the Matsubara frequencies are iw, = n(2n + 1)kgT so using the real
time propagator(9.21), we obtain

[1+ePea)!

B ) P
Guion) = - [ dreorarT= )
0
(i _])
1 (el"n=e) — 1)
= - _ 9.28
iw, — € 1+ePa 8
so that
. 1 .
Galiw,) = - Free Fermions (9.29)
iw, — €

In a similar way, for free Bosons, where the Matsubara frequencies are iv, = 12nkgT , using (9.27)
and (9.21), we obtain

[1—ePea]!
B . e e
Galivy) = - f dre™ T (1 + n(ey))
0
-1
(i )
1 (el — 1)
= - _ 9.30
iv,—€ 1-ePa (9-30)
so that
Galivy) = - Free Bosons (9.31)
vy — €
Remarks

e Notice how the finite temperature propagators (9.29) and (9.31) are essentially identical for
free fermions and bosons. All the information about the statistics is encoded in the Matsubara
frequencies.
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e With the replacement w — iw, the finite temperature propagator for Free fermions (9.29)
is essentially identical to the zero temperature propagator, but notice that the inconvenient
idsign(e,) in the denominator has now disappeared.

Example: Finite temperature Propagator for the Harmonic Oscillator

As a second example, let us calculate the finite temperature Green function

D(1) = ~(Tx(1)x(0)) (9.32)
and its corresponding propagator
B
D(iv) = f " D() (9.33)
0

for the simple harmonic oscillator

H = hw(b*b+1)
2
x = Fi(bm*) (9.34)
2mw

Expanding the Green function in terms of the creation and annihilation operators, we have

h .
D(r) = —M<T(b(f)+b‘(f))(b(0)+b‘(0))>

= —— ((Tb@b ) + (T (b)), 939)
2mw
where terms involving two creation or two annihilation operators vanish. Now using the derivations

that led to (9.21 )

~Tb@b () = G(1) = =[(1 +n(w))O(r) + n(w)d(-7)]e™*". (9.36)
and
~Tb' (b)) = —[n(@)d(T)+ (1 + n(w)]e”"
= [(1 +n(-w)0(T) + n(-w)d(-1)]e”". 9.37)
which corresponds to —G(7) with the sign of w inverted. With this observation,
h
D(t) = — [G(1) — {w — —-w}]. (9.38)
2mw
‘When we Fourier transform the first term inside the brackets, we obtain [.V”%m, so that
. h 1 1
Diiva) = 2mw Iivn —w iV +w

h 2w
2mw | (ivy)? = w? |’
This expression is identical to the corresponding zero temperature propagator, evaluated at fre-
quency z = iv,.

(9.39)
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Example 9.1: Consider a system of non-interacting Fermions, described by the Hamiltonian
H=3%, ect e where € = E; — pand E, is the energy of a one-particle eigenstate and y is the
chemical potential.

Show that the total number of particles in equilibrium is
NG =T ) Galieon)e "

where G (iw,) = (iw, — &)~ is the Matsubara propagator. Using the relationship N = —9F /du
show that that Free energy is given by

F(Tp) = kT ) In[-Gatiwn) ™| + (D)

Licon

(9.40)

Solution: The number of particles in state A can be related to the equal time Green’s function
as follows
Ny = (chaen) = «Tea(0)c™) = Ga(00).

Rewriting G(7) = T 3;,, Gae™ ™, we obtain

N@ =Y Na=T ) Galiw)e”
A

Aiwn
Now since —dF/du = N(u), it follows that

£i@n0*

" "
[ =13 [ Sp

Liw,

= -7 Z In €1 — iw,] €@ ©"

Liwn

= =T ) In[-Galiwn) ™| @ + C(D).

Ajiwy

/2

9.41)

‘We shall shortly see that C = 0 using Contour integral methods.

Example 9.2: Consider an electron gas where the spins are coupled to a magnetic field, so that
€1 = & —pupoB. Write down an expression for the magnetization and by differentiating w.r.t the
field B, show that the temperature dependent magnetic susceptibility is given by

oM
T)= —| =-2u3ksT » Gk)*
X(T) 6B'B=0 ks kZ ®
Jiwy
where G(k) = G(k, iw,) is the Matsubara propagator.

Solution: The magnetization is given by

M=pp ) 0wt = T ), 0Go(k,iwn)e™”

A0 koiw,
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Differentiating this w.r.t. B and then setting B = 0, we obtain
oM .
X = Sx| =-mT ) PGk iw,)’
9B 5= Kot
n B=0
= —ksT ) Gk (9.42)

June 28, 2011

Kiiw,

9.3 The contour integral method

In practice, we shall do almost all of our finite temperature calculations in the frequency domain.
To obtain practical results, we will need to be able to sum over the Matsubara frequencies, and this
forces us to make an important technical digression. As an example of the kind of tasks we might
want to carry out, consider how we would calculate the occupancy of a given momentum state in a
Fermi gas at finite temperature, using the Matsubara propagator G(p, iw,). This can be written in
terms of the equal time Green function, as follows

1 0, 0"
T prtpe) =GP0 =T ) ————en0". 43
(' portpor) = G(P.07) ) o mpr (9.43)

A more involved example, is the calculation of the finite temperature dynamical spin susceptibility
X (q) of the Free electron gas at wavevector and frequency g = (q, iv,,). We shall see that this quantity
derives from a Feynman polarization bubble diagram which gives

X(@) = 23T Y G(p+9G(p) = 24y Y [kBT D G+ g iw, +iv)Gp,iw) | (9.44)
P P r

where the —1 derives from the Fermion loop. In both cases, we need to know how to do the sum
over the discrete Matsubara frequencies, and to do this, we use the method of contour integration.
To make this possible, observe that the Fermi function f(z) = 1/[¢% + 1] has poles of strength kT
at each discrete frequency z = iw,, because

.. 1 1 kgT
flen+ 0= G 1= B~ o

so that for a general function F(iw,), we may write

S dz .
kBT;FOwn)-— fc 5P (9.45)

where the contour integral C is to be taken anticlockwise around the poles at z = iw, as shown in
Fig. 9.3 (a)
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Pole of F(2) { Branch-cut
€ of F2)

© ‘“’x
N e

C
2 )
/\J
Pole of F(z) Branch-cut
of F(2

Figure 9.3: (a) Contour integration around the poles in the Fermi function enables us to convert a
discrete Matsubara sum 7' ) F(iw,) to a continuous integral (b) The integral can be distorted around
the poles and branch-cuts of F(z) provided that F(z) dies away faster than 1/|z| at infinity.

Once we have cast the sum as a contour integral, we may introduce “null” contours (Fig. 9.3
(b)) which allow us to distort the original contour C into the modified contour C” shown in Fig. 9.3
(c), so that now

o (dz
kgTZn:F(uu,,) = fc 3 FOf@ (9.46)

where C’ runs clockwise around all the poles and branch-cuts in F(z). Here we have used “Jordan’s
lemma” which guarantees that the contribution to the integral from the contour at infinity vanishes,
provided the function F(z) X f(z) dies away faster than 1/|z] over the whole contour.

For example, in case (9.43), F(z) = f::p so that F(z) has a single pole at z = &, and hence
1 . O dz 1 +
=T iw, O - _ R 20" ¢
(1pr) Z ion —e(p)’ o2z 1@
= fle) 947)
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recovering the expected result. In this example, the convergence factor ¢ that results from the
small negative time increment in the Green function, plays an important role inside the Contour
integral, where it gently forces the function F(z) to die away faster than 1/|z| in the negative half-
plane. Of course the original contour C integral could have been made by arbitrarily replacing f(z)
with f(z) — constant. However, the requirement that the function dies away in the positive half plane
forces us to set the constant term here to zero.

In the second example (9.44)

1
Vy+2—€iqi— 6

F(2) = G(p +q, vy +2)G(p,2) =

which has two poles at z = ¢, and z = —iv, + €+4. The integral for this case is then given by

2mi

d.
X9 = 2 fc 3G+ 4.2+ v)GP.DFE)
P

= 2 (GO =iv + €ua) f(=ivn + prq) + G(B + 4, ) f(&p)) 948)
P

The first term in the above expression deserves some special attention. In this term we shall make

use the periodicity of the Fermi function to replace

f=ivi + €1q) = f(Epiq)-

This replacement may seem obvious, however, later, when analytically extending iv, — z we will
keep this quantity fixed, i.e, we will not analytically extend f(=iv, + €+q) = f(=2 + €iq). In
other words, the Matsubara sum and the replacement iv, — z are not to be commuted. With this
understanding, we continue, and find that the resulting expression is given by

Jora = Jo )
Jive) = s E P 9.49
X(q,ivy) Hp ' (”’n — (Ep+q — Ep) ( )
where we have used the shorthand f;, = f(ep). The analytic extension of this quantity is then
Jora—Jo
(@2 = 2% ( (9.50)
x(q Hp zp: 2= (epra — &)

A completely parallel set of procedures can be carried for summation over Matsubara boson
frequencies iv,, by making the observation that the Bose function n(z) = ﬁ has a string of poles
at z = iv, of strength k3T Using a completely parallel procedure to the fermions, we obtain

. dz dz
ksT )" Piv,) = f 3 Pn() = f ZP@n()
- c 2mi o 2mi
where C is an anticlockwise integral around the imaginary axis and C” is a clockwise integral around

the poles and branch-cuts of F(z). (See problem 9.1.)

258

129



©2011 Piers Coleman

Chapter 9.

Example 9.3: Starting with the expression

F==T )" Inl(e — iwp)]e" +C(T)

Aiwy,

derived in example (9.1), use the contour integration method to show that

F= —TZln [1+eP]+ )
P

so that C(T') = 0.

Solution: Writing the Free energy as a contour integral around the poles of the imaginary axis,
we have

dz e
F= —f(2)1 -zle” +C(T
EA j,:sz(Z) nle —zle (T)
where the path P runs anticlockwise around the imaginary axis. There is a branch cut in the

function F(z) = In[€; — z] running from z = €, to z = +oo. If we distort the contour P around
this branch-cut, we obtain

dz o
F:;fp %f(z)ln[e,{—z]e"’ +C(T)

where P’ runs clockwise around the branch cut, so that

3 [ Zrerca
T Ve T

= Z —T'In(l + eP4) + C(T)
A

/2

9.51)

so that C(T') = 0, to reproduce the standard expression for the Free energy of a set of non-
interacting fermions.

9.4 Generating Function and Wick’s theorem

The zero temperature generating functions for Free fermions or bosons, derived in chapter 7. can be
generalized to finite temperatures. Quite generally we can consider adding a source term to a free
particle Hamiltonian to form H(t) = Hy + V(7),

Hy =

Sewta,
Vo } (9.52)

= i@+ ¢ an@]
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The corresponding finite temperature Generating functional is actually the partition function in the
presence of the perturbation V. Using a simple generalization of (9.13), we have

Zo(Te b Vi,
B "
Z(T exp [ fo dr ) (@) + wu(ﬂm(r))]m
a

Zln.ml =

9.53)

where the driving terms are complex numbers for bosons, but are anticommuting C-numbers or
Grassman numbers, for fermions. For free fields, the Generating functional is given by

Zoli, nl
Zy

Gyt —12) =

B
- exp[—z fo dndrzm(l)Gm—rz)m@)]
4

~(Tya(r )W a(12)) (9.54)

A detailed proof of this result is given in Appendix A of this chapter. However, a heuristic proof is
obtained by appealing to the “Gaussian” nature of the underlying Free fields. As at zero temperature,
we expect the the physics to be entirely Gaussian, that is, that the amplitudes of fluctuation of the
free fields are entirely independent of the driving terms. The usefulness of the generating function,
is that we can convert partial derivatives with respect to the source terms into field operators inside
the expectation values,

5
@ - '),
o - Y2, 9.55)
where we have used the short-hand notation 7(1) = (1), ¥(1) = Y(11)). In particular
6 1nZp[i, 7]
—_ 2)), 9.56
570) W(2) (9.56)

where the derivative of the logarithm of Zy[#, 5] is required to place a Zy[7, ] in the denominator
for the correctly normalized expectation value. For bosons, you can think of the source terms as
an external field that induces a condensate of the field operator. At high temperatures, once the
external source term is removed, the condensate disappears. However, at low temperatures, in a
Bose-Einstein condensate, the expectation value of the field survives even when the source terms
are removed. For fermions, the idea of a genuine expectation value for the Fermi field is rather
abstract, and in this case, once the external source is removed, the expectation value disappears.

‘We can of course take higher derivatives, and these do not vanish, even when the source terms
are removed. In particular the second derivative determines the fluctuations of the quantum field,
given by

6% InZy[73, 0]
on(1)én(2)

o [ 1 620[1‘7,17]]
on(l) [ Zolm,nl - 6n(2)
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1 Szl 1 [azom,m] I [620[77,7;1]
Zolinl nhon2)  Zoliml | onh | Zolmml | on2)
= d(mvi@un - w@xw)
= (Ty(y' @) — WX ()
= (v - wa)(u' @ - @' @) = e’ @, 9.57)

where 6y(1) = (1) — (¥(1)) represents the fluctuation of the field ¢ around its mean value. If this
quantity is independent of the source terms, then it follows that the fluctuations must be equal to
their value in the absence of any source field, i.e.

FInZolp.m) _ 8 InZ[ip.n]
Ofa(r1)ona(r2)  ona(r1)ona(r2)

= —Ga(r1 —12).

n=n=0

A more detailed, algebraic rederivation of this result is given in Appendix A. One of the immedi-
ate corolloraries of (9.128) is that the multi-particle Green functions can be entirely decomposed
in terms of one-particle Green functions, i.e., the imaginary time Green functions obey a Wick’s
theorem. If we decompose the original generating function (9.127) into a power series, we find that
the general coefficient of the source terms is given by

D'G(L2, s 17,2’y =Ty () gy () (1))

by contrast, if we expand the right-hand side of (9.128) in the same way, we find that the same
coefficient is given by

D" Y ©Or ]_[ G(r-Py
P r=1

where p is the number of pairwise permutations required to produce the permutation P. Comparing
the two results, we obtain the imaginary time Wick’s theorem

G(1,2,..m 1,2, ...n) = Z(—l)” ﬂg(r -P)
P r=1

Although this result is the precise analog of the zero-temperature Wick’s theorem, notice that that

unlike its zero-temperature counterpart, we can not easily derive this result for simple cases by
commuting the destruction operators so that they annihilate against the vacuum, since there is no
finite temperature vacuum.

Just as in the zero temperature case, we can define a “contraction” as the process of connecting
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two free -field operators inside the correlation function,

<

(TL..9(1)...912).. ) — (T@e'(2)])=-6G(1-2)

(T[...97(2)...v(1).. ) — (T'2w1)]) =—(G1-2)

so that as before,

\ \ \ \
(D)™ (T(M)P(2) . ¢(n)... 0T (Py) .. wT(PY) ... T (PL)])
= PGA-P)GQ2-P))...Gn - P)). (9.58)

Example 9.4:
Use Wick’s theorem to calculate the interaction energy of a dilute Bose gas of spin S bosons
particles interacting via a the interaction

v

|
3 2 V@b kgobl v begrbic
q.ko k' o'

at a temperature above the Bose Einstein condensation temperature.
Solution: To leading order in the interaction strength, the interaction energy is given by

Wy= Y V@b irgob v obigobic)
q.kk oo’

Using Wick’s theorem, we evalute

TS

<b-{-k+l],trb.:-k’,o'/bk’ﬂ/,(r’bkﬂ') = <bz+q,abik’,a’bk”rq,fr’bk,d) -+ <b£+q’abi,’0,bkf+q)grbk,g>

My 0,0 + Ml gOrk ko O (9.59)
so that
N
=5 f e |2 + 1)?Vgeo + 28 + DV |
kK"

1
where ng = Fan
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9.5 Feynman diagram expansion

We are now ready to generalize the Feynman approach to finite temperatures. Apart from a very
small change in nomenclature, almost everything we learnt for zero temperature in chapter 8 now
generalizes to finite temperature. Whereas previously, we began with a Wick expansion of the §
matrix, now we must carry out a Wick expansion of the partition function

Table. 9.1 Real Space Feynman Rules: Finite Temperature .

B
Z=eP = Zy(T exp [—f f/(r)dr])o =
0

1 G(2-1)

All the combinatorics of this expansion are unchanged at finite temperatures.
Now we are at finite temperature, the Free energy F' = E — ST — uN replaces the energy. The
main results of this procedure can almost entirely be guessed by analogy. In particular:

> 1 Uxr)
M -V(1-2)

e The partition function

Z=2 Z{Unlinked Feynman diagrams }

e The change in the Free energy due to the perturbation V is given by
VA . .
AF = F — Fy = —kgT In [Z—O] = —kpT Z{Lmked Feynman diagrams}
This is the finite temperature version of the linked cluster theorem.
e Matsubara one-particle Green’s functions
G(1-2)= Z{Two—legged Feynman diagrams}
, and the main changes are

(i) the replacement of a —i — —1 in the time-ordered exponential.

(ii) the finite range of integration in time

o0 B
f dt — f dr
—o0 0

which leads to the discrete Matsubara frequencies.

I_l dex; f dr Integrate over all intermediate times and positions.
; 0
13
Q (25 + 1)G(@.07)
[-@2S + D17,

F = no. Fermion loops.

——e(]) 7(1)

- (He—=—— -n(1)

The effect of these changes on the real-space Feynman rules is summarized in Table 9.1.
The book-keeping that leads to these diagrams now involves the redistribution of a “—1" asso-
ciated with each propagator

P2)...0T(1) — ()P xGR-1). (9.60)
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Q- ;
r= p
@x@ p=28 p = order of symmetry group.
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where as before,

GR2-1)=2 —a— |
9.61)

represents the propagation of a particle from “1” to “2”, but now we must redistribute an i (rather
than a V—i) to each end of the progator. When these terms are redistributed onto one-particle
scattering vertices, they cancel the —1 from the time-ordered exponential

(2
—U(z) =0)>x-Ux=Uw
. 9.62)
Z
whereas for a two-particle scattering potential V(1 — 2), the four factors of i give a (i)* = 1, so that
the two-particle scattering amplitude is —V(1 — 2).
l>\/\/\/\<2 = (i)4 x=V(1-2)=-V(1-2). (9.63)

Apart from these small changes, the real-time Feynman rules are basically the same as those at zero
temperature.

9.5.1 Feynman rules from Functional Derivatives

As in chapter 8, we can formally derive the Feynman rules from a functional derivative formulation.

Using the notation

f A1d27()G(1 - 2)n(2) = j ——— 7 (9.64)

where d1 and d2 implies the integration over the space-time variables (f, 71) and (f, 7;) and a sum
over suppressed spin variables o and 0, we can write the non-interacting generating functional as

Zoln, a =
O[Zq L =(8) = exp[—q —_— 17]
0

(9.65)
where we have used the short-hand

S B a

S =Texp [fo d1[(g(1) +¢'(1)n(1)J}

Now each time we differentiate § with respect to its source terms, we bring down an additional field
operator, so that

§

%(T‘..SM = (). 8,
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O 7 8% = (T @5

9.66
) (9:66)

we can formally evaluate the time-ordered expectation value of any operator F[y", ] as

(TF |y u]$)0 = F[%, %1 eXP[—ﬁ — n]
so that

211, 1l
Zy

B
(Texp[—f V(T)dT]S)O
0

6 6
(exp [— fdrv(—, —_)] exp[—ﬁ —— r]]
0 on- 61
The formal expansion of this functional derivative generates the Feynman diagram expansion.
Changing variables to (@, @) = (17, —77), we can remove the minus-sign associated with each propa-

gator, to obtain
(_l)ﬂ ﬁdTv(i’ i_)
0 da oa

for an n— body interaction. The appearance of the (—1)" in the exponent indicates that we should
associate a (—1)" with the corresponding scattering amplitude.

As in the case of zero temperature, we may regard (??) as a machine for generating a series of
Feynman diagrams- both linked and unlinked, so that formally,

Zl-a,al

Z 9.67)

= exp

exp[& ——q

Zla,al = Zy Z{Unlinked Feynman diagrams}.

9.5.2 Feynman rules in frequency/momentum space

As at zero temperature, it is generally more convenient to work in Fourier space. The transforma-
tion to Fourier transform space follows precisely parallel lines to that at zero temperature, and the
Feynman rules which result are summarized in Table 9.2. We first re-write each interaction line and
Green’s function in a Feynman diagram in terms of their Fourier transformed variables

G- X2 =) f L0 Gippeni
1= 4X2) = . Qo p

dq iq(X1-X2)
WX—X):T§‘f4——V(Wq“Z
1= 42 . Q)1 q

] ———2

Yrnnds

where we have used a short-hand notation p = (p, ie,) (where @, = w, for fermions, @, = v, for
bosons), ¢ = (q,ivy), X = (X,i1), ip.X = ip - X — iw,7 and ig.X = iq - X — iv,7). As an example,
consider a screened Coulomb interaction

(9.68)

£2

V(r)= —e™
r
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Table. 9.2 Momentum Space Feynman Rules: Finite Temperature .

e Go(k,iw,) Fermion propagator
(K, iwn)
V(@) Interaction
2
(q,va)
-82D,(q, ivy) Exchange Boson.
Y
(v - W}
>‘ -q U(q) Scattering potential

[-2s + DI,

F= no. Fermion loops

(@ ivnﬁ

ddq i, 0°
T iy
Zf @n°

Sum over internal loop frequency and
momenta.

>0
@x@ p=38

p = order of symmetry group.
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In our space time notation, we write the interaction as
L‘2 ~
V(X) = V(x,7) = ﬂe*K"“ X 8(7)
X

Where the delta function in time arises because the interaction is instantaneous. (Subtle point: we
will in fact inforce periodic boundary conditions by taking the delta function to be a periodic delta
function 8(7) = >, 0(t — nB)). When we Fourier transform this interaction, we obtain

V(Q) = V(q,iv,) = fd4XV(X)e—iQ.X

f d’x fﬂ dTV(x)5(r)e @D
0

4ne?
Vig) =

- 9.69
% + K2 ©69)
and the delta function in time translates to an interaction that is frequency independent.

‘We can also transform the source terms in a similar way, writing

dzlfl .
5 [ £
" dd—l X
Ty f (QHTf’le*’PXﬁ(p) (9.70)

where, ipX = ip - ¥ — ia,t. With these transformations, the space-time co-ordinates associated
with each scattering vertex now only appear as “phase factors”. By making the integral over space-
time co-ordinates at each such vertex, we impose the conservation of momentum and (discrete)
Matsubara frequencies at each vertex

P2
w = f d'Xe PPN = Q5 (pr — P2~ Wduyary,  OTD)
’ pP1

Since momentum and frequency are conserved at each vertex, this means that there is one indepen-
dent energy and frequency per loop in the Feynman diagram. To be sure that this really works, let
us count the number of independent momenta that are left over after imposing a constraint at each
vertex in the diagram. Consider a diagram with V vertices and P propagators. Each propagator
introduces P X d, momenta. When we integrate over the space-time co-ordinates of the V vertices,
we must be careful to split the integral up into the integral over the V — 1 relative co-ordinates
X; = Xj11 — X; and the center of mass co-ordinates:

\4 V-1
f]_[d"xj:fd"xmf]_[ddi(,
j=1 j=1

This imposes (V — 1) constraints per dimension, so the number of independent momenta are then

n(X)

n(X)

no. of independent momenta = d[P — (V — 1)]
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Now in a general Feynman graph, the apparent number of momentum loops is the same as the
number of facets in the graph, and this is given by

L=&E+(P-V)

where & is the Euler characteristic of the object. The Euler characteristic is equal to one for planar
diagrams, and equal to one plus the number of “handles” in a non-planar diagram. For example, the
diagram

V=4, P=6, =4 9.72)

has V = 4 vertices, P = 6 propagators and it has one handle with Euler characteristic E = 2, so
that L = 6 — 4 + 2 = 4 as expected. So from the above, we deduce that the number of independent
momenta is given by

d[L - (E - 1)]

This result needs a moments pause. One might have expected number of independent momentum
loops to be equal to L. However, when there are handles, this overcounts the number of independent
momentum loops - for each handle added to the diagram adds only one additional momentum loop,
but L increases by 2. If you look at our one example, this diagram can be embedded on a cylinder,
and the interaction propagator which loops around the cylinder only counts as one momentum loop,
giving a total of 4 — (2 — 1) = 3 independent momentum loops.

Handle
/

1=4 LT=4-1=3 9.73)

In this way, we see that L = L + (E — 1) is the correct number of independent momentum loops.
Indeed, our momentum constraint does indeed convert the diagram from an integral over V space-

time co-ordinates to L independent momentum loops.
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In this way, we see that the transformation from real-space, to momentum space Feynman rules
is effected by replacing the sum over all internal space-time co-ordinates by an integral/sum over all
loop momenta and frequencies. A convergence factor

eia”O*
is included in the loop integral. This term guarantees that if the loop contains a single propagator
which propagates back to the point from which it eminated, then the corresponding contraction of
field operators is normal ordered.

9.5.3 Linked Cluster Theorem

The linked cluster theorem for imaginary time follows from the replica trick, as at zero temperature.
In this case, we wish to compute the logarithm of the partition function

Z 1z
In(=)=lim-|[|{=—] -1
=i |(Z) -]
It is worth mentioning here that the replica trick was in fact originally invented by Edwards as a

device for dealing with disorder- we shall have more to say about this in chapter 11.
We now write the term that contains (Z/Zy)" as the product of contributions from n replica

systems, so that
Z n ﬂ n
(7) = <exp —f d‘rz V(1) >
Zy o = 0

When we expand the right-hand side as a sum over unlinked Feynman diagrams, each separate
Feynman diagram has a replica index that must be summed over, so that a single linked diagram is
of order O(n), whereas a group of k unlinked diagrams is of order O(1¥). In this way, as n — 0, only
the unlinked diagrams survive, so that. The upshot of this result is that the shift in the Free energy
AF produced by the perturbation V/, is given by

—BAF = In(Z/Zy) = Z{Closed link diagrams in real space}}

Notice that unlike the zero temperature proof, here we do not have to appeal to adiabaticity to extract
the shift in Free energy from the closed loop diagrams.

When we convert to momentum space, Fourier transforming each propagator and interaction
line, an overall integral over the center of mass co-ordinates factors out of the entire diagram, giving
rise to a prefactor

f dX oy = BRRY164D(0) = VB

where V is the spatial volume. Consequently, expressed in momentum space, the change in Free
energy is given by

AF . . .
v =" Z {Closed linked diagrams in momentum space} .
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Finally, let us say a few words about Green-functions Since the n — th order coefficients of & and
@ are the irreducible n-point Green-functions,

InZla, o] = —ﬁAF+fdld2(z(l)§(l -2)(2)

+

Qe fd1d2d3d45/(1)&(2)&(3)0(4)@,,.(1, 2:3,4)+.... (9.74)
n-particle irreducible Green functions are simply the n-particle Green functions in which all con-
tributions from n — 1 particle Green functions have been subtracted. Now since the n-th order
coefficients in the Feynman diagram expansion of In Z[@, ] are the connected 2n-point diagrams, it
follows that the n-paricle irreducible Green functions are given by the sum of all 2n point diagrams

Girr(1,2,...n;1°,2',..0") = Z{Connected n-point diagrams}.

The main links between finite temperature Feynman diagrams and physical quantities are given
in table 9.3.

9.6 Examples of the application of the Matsubara Technique

To illustrate the Matsubara technique, we shall examine three examples. In the first, we will see
briefly how the Hartree Fock approximation is modified at finite temperatures. This will give some
familiarily with the techniques. In the second, we shall examine the effect of disorder on the electron
propagator. Surprisingly, the spatial fluctuations in the electron potential that arise in a disordered
medium behave like a highly retarded potential, and the scattering created by these fluctuations is
responsible for the Drude lifetime in a disordered medium. As our third introductory example, we
will examine an electron moving under the retarded interaction effects produced by the exchange of
phonons, examining for the first time how inelastic scattering generates an electron lifetime.

9.6.1 Hartree Fock at a finite temperature.

As a first example, consider the Hartree-Fock correction to the Free energy,

# _ _lQ\NQJr@ 9.75)

These diagrams are precisely the same as those encountered in chapter 8, but now to evaluate them,
we implement the finite temperature rules, which give,

AFHF 1 , ,
=3 Zk:G(k);G(k )[-@S + DP Vk—K) = (25 +1)V(q = 0)) (9.76)
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where the prefactor is the p = 2 symmetry factor for these diagrams and

L
Zk:G(k)EﬁTZiwn—ske 0

Using the contour integration method introduced in section (9.3), following (9.47 ), we have

1 ; dz 1
TS e o [(E L0 - g,
iw, — € c2miz — e
where the contour C runs anticlockwise around the pole at z = &, so that the first order shift in the
Free energy is

1
AFur =5 fk . (28 + 1*(Vaeo) = 2 + D(Viewo)] ficfie-

This is formally exactly the same as at zero temperature, excepting that now fi refers to the finite
temperature Fermi Dirac. Notice that we could have applied exactly the same method to bosons, the
main result being a change in sign of the second Fock term.

9.6.2 Electron in a disordered potential

As a second example of the application of finite temperature methods, we shall consider the prop-
agator for an electron in a disordered potential. This will introduce the concept of an “impurity
average”.

Our interest in this problem is driven ultimately by a desire to understand the bulk properties
of a disordered metal. The problem of electron transport is almost as old as our knowledge of the
electron itself. The term “electron” was first coined to describe the fundamental unit of charge
(already measured from electrolysis) by the Irish physicist George Johnstone Stoney in 1891[3].
Heinrich Lorentz derived his famous force law for charged “ions” in 1895[4], but did not use the
term electron until 1899. In 1897 J.J. (“JJ”’) Thomson[5] made the crucial discovery of the electron
by correctly interpreting his measurement of the m/e ratio of cathode rays in terms of a new state
of particulate matter “from which all chemical elements are built up”. Within three years of this
discovery, Paul Drude[6] had synthesized these ideas and had argued, based on the idea of a classical
gas of charged electrons, that electrons would exhibit a mean-free path [ = vgjecron®> Where 7 is
the scattering rate an / the average distance between scattering events. In Drude’s theory electrons
were envisioned as diffusing through the metal, and he was able to derive his famous formula for
the conductivity o

n62T

o =—"".
m

Missing from Drude’s pioneering picture, was any notion of the Fermi-Dirac statistics of the electron
fluid. He had for example, no notion that the characteristic velocity of the electrons was given by
the Fermi velocity, velectron ~ VF @ vastly greater velocity at low temperatures than could ever be
expected on the grounds of a Maxwell Boltzman fluid of particles. This raises the question - how -
in a fully quantum mechanical picture of the electron fluid, can we rederive Drude’s basic model?
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A real metal contains both disorder and electron-electron interactions - in this course we shall
only touch on the simpler problem of disorder in an otherwise free electron gas. We shall actually
return to this problem in earnest in the next chapter. Our task here in our first example will be to
examine the electron propagator in a disordered medium of elastically scattering impurities. We
shall consider an electron in a disordered potential

i = Z eckek + Vgisorder
X
Vdisorder = fd3XU(f)W(X)W(X) 9.77)

where U(x) represents the scattering potential generated by a random array of N; impurities located
at positions Rj, each with atomic potential T/(x — R;),

U = ) U -Ry)
J

An important aspect of this Hamiltonian, is that it contains no interactions between electrons, and
as such the energy of each individual electron is conserved: all interactions are elastic.

We shall not be interested in calculating the value of a physical quantity for a specific location
of impurities, but rather on the value of that quantity after we have averaged over the locations of

the impurities, i.e.
N 1 ~
@)= f [ 15 ¢RAAUR D
J

This is an elementary example of a “quenched average”, in which the “impurity average” takes place
after the Thermodynamic average. Here, we’ll calculate the impurity averaged Green function. To
do this we need to know something about the fluctuations of the impurity scattering potential about
its average. It is these fluctuations that scatter the electrons.

Electrons will in general scatter off the fluctuations in the potential. The average impurity po-
tential U(x) plays the roll of a kind of shifted chemical potential. Indeed, if we shift the chemical
potential by an amount Ay, the scattering potential becomes U(x) — Au, and we can always choose
Ay so that U(x)—u = 0. The more important quantity are the fluctuations about the average potential
sU(x) = U(x) — U(x). These fluctuations are spatially correlated, with variance

SUMBUK) = f 1 lu(q)P 978)
q

where u(q) = f d*xU(x)e™'9% is the Fourier transform of the scattering potential and n; = N;/V

is the concentration of impurities. It is these fluctuations that scatter the electrons, and when we

come to draw the impurity averaged Feynman diagrams, we’ll see that the spatial correlations in the

potential fluctuations induce a sort of “attractive interaction”, denoted by the diagram
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Although in principle, we should keep all higher moments of the impurity scattering potential, in
practice, the leading order moments are enough to extract a lot of the basic physics in weakly
disordered metals. Notice that the fluctuations in the scattering potential are short-range - they only
extend over the range of the scattering potential. Indeed, if we neglect the momentum dependence
of u(q), assuming that the impurity scattering is dominated by low energy s-wave scattering, then
we can write u(q) = ug. In this situation, the fluctuations in the impurity scattering potential are
entirely local,

UX)UX") = n;u%é(x -x') white noise potential

In our discussion today, we will neglect the higher order moments of the scattering potential, effec-
tively assuming that it is purely Gaussian.
To prove (9.78 ), we first Fourier transform the potential

U@ = Z}W&jﬁ%wufmwﬂwwzmmz}ﬂ&, 9.80)
7 i

so that the locations of the impurities are encoded in the phase shifts which multiply u(q). If we
now carry out the average,

SUMUKX) = f 49 (U(q)U(-q") - Ula) U(-q))
q.q’

=f Si@x—ax') u(q)u(—q')z(e*"‘l'Rie"q"Ri — emiaRi eiq"Ri) (9.81)
9.9’

i.j

Now since the phase terms are independent at different sites, the variance of the random phase term
in the above expression vanishes unless i = j, so

- — - — 1 _ita—a')-
Z(e"‘l'Rfe“l Rj _ e=iaRi oid 'Ri) = N;iX fvd3Rje 1a-a)R;
ij

ni2m)*69(q - q) (9.82)

from which

U(@U(—q) - U(q) U(-q) = nlu(@)*2n)*sP(q - q)

and (9.78) follows.
Now let us examine how electrons scatter off these fluctuations. If we substitute y'(x) =
fk e X into Vgigorders We obtain

Vdisorder = ka ckewdUk —K')
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Figure 9.4: Double scattering event in the random impurity potential.
We shall represent the scattering amplitude for scattering once

R;

6U&—kﬂ=b&—kﬂ§3ﬂkmm]—mmbw
J
N o (9.83)

where we have subtracted the scattering off the average potential. The potential transfers momen-
tum, but does not impart any energy to the electron, and for this reason frequency is conserved
along the electron propagator. Let us now write down, in momentum space the Greens function of

NSRRI
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+ f GOk, iw,)oU(k — k)G k1, iwn)sU (ks — KNG (K iwy) +...  (9.84)
ki
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where the frequency iw, is constant along the electron line. Notice that G is actually a function
of each impurity position! Fig. 9.4 illustrates one of the scattering events contributing to the third
diagram in this sum. We want to calculate the quenched avaerage G(k,K’, iw,), and to do this, we
need to average each Feynman diagram in the above series.

‘When we impurity average the single scattering event, it vanishes:

=0

"
GOk, iw)oU(k — KNGOK' . iwy,) = GO(k. iw,) UK — k) G* (K, iwy)

but the average of a double scattering event is

nilin e PO

DG ki) (k1 iw)G (K i) x UK — k)oU Ky — K)
ki

= Gk X G, iwn)n; Y uk k)G Ky, i) (i) (985)

ki

Notice something fascinating - after impurity averaging, momentum is now conserved. We can
denote the impurity averaged double scattering event Feynman diagram

k—q (9.86)

where we have introduced the Feynman diagram

k’+Q
Q
........... nilu(@f = ~Ve(Q)
k kK’
9.87)

to denote the momentum transfer produced by the quenched fluctuations in the random potential.
In writing the diagram this way, we bring out the notion that quenched disorder can be very loosely
thought of as an interaction with an effective potential

—nilu(@)’?
s ———
Veft(@, iva) = deew"T Ve (@, 7) = —Bononilu(@)l’
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where the 36,0 = f dre™ is derived from the fact that the interaction Vefr(q, T)does not depend on
the time difference guarantees that there is no energy transferred by the quenched scattering events.
In otherwords, quenched disorder induces a sort of infinitely retarded, but “attractive” potential
between electrons. (Our statement can be made formally correct in the language of replicas - this
interaction takes place between electrons of the same, or different replica index. In the n — 0 limit,
the residual interaction only acts on one electron in the same replica. ) The notion that disorder
induces interactions is an interesting one, for it motivates the idea that disorder can lead to new
kinds of collective behavior.

After the impurity averaging, we notice that momentum is now conserved, so that the impurity
averaged Green function is now diagonal in momentum space,

G K, ivy) = Sk G(K, ivy).

If we now carry out the impurity averaging on multiple scattering events, only repeated scattering
events at the same sites will give rise to non-vanishing contributions. If we take account of all
scattering events induced by the Gaussian fluctuations in the scattering potential, then we generate
a series of diagrams of the form

In the Feynman diagrams, we can group all scatterings into connected self-energy diagrams, as
follows:

z(}@:_@_:, o, L Lol
Glh) = == = —<— + <(OO<+ <O<OCO<—

liwn — & — Z(k)] ™! (9.88)

In the case of s-wave scattering, all momentum dependence of the scattering processes is lost, so
that in this case (k) = Z(iw,) only depends on the frequency. In the above diagram, the double line
on the electron propagator indicates that all self-energy corrections have been included. From the
above, you can see that the self-energy corrections calculated from the first expression are fed into
the electron propagator, which in turn is used in a self-consistent way inside the self-energy

We shall begin by trying to calculate the first order above diagrams for the self-energy without
imposing any self-consistency. This diagram is given by

o~
RS
N

S(iwy) = _‘_e_

n ) lulk - K)PGK, iw,)

'
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= Z Ju(k — k’)|2% 9.89)
-

iw, — e
Now we can replace the summation over momentum inside this self-energy by an integration over
solid angle and energy, as follows
dQy
¥ [ Gdene)
4n

K

where N(e) is the density of states. With this replacement,

Siwy) = niug f deN(e)

iw, — €
where
0 4r

is the angular average of the squared scattering amplitude. To a good approximation, this expression
can be calculated by replacing the energy dependent density of states by its value at the Fermi
energy. In so doing, we neglect a small real part to the self-energy, which can, in any case be
absorbed by the chemical potential. This kind of approximation is extremely common in many
body physics, in cases where the key physics is dominated by electrons close to the Fermi energy.
The deviations from constancy in N(e), will in practice affect the real part of Z(iw,), and these
small changes can be accomodated by a shift in the chemical potential. The resulting expression for
X(iw,) is then

1 1
lu(k =K = 5 f d cos Olu(0)
—1

0 1 1
S(iwy) = n[u(z)N(O)f de—— = —i—sgn(w,) (9.90)
o Iy — € 2t

where we have identified 1 = 27n;u} as the electron elastic scattering rate. We notice that this
expression is entirely imaginary, and it only depends on the sign of the Matsubara frequency. Notice
that in deriving this result we have extended the limits of integration to infinity, an approximation
that involves neglecting terms of order 1/(eF7).

‘We can now attempt to recompute X(iw,) with self-consistency. In this case,

SN
AN
1

e o,
S(iwy) = === = n;uogﬁ 9.91)

= Z(iwy)

If carry out the energy integration again, we see that the imposition of self-consistency has no effect
on the scattering rate

Z(iwy)

°° 1
2
2NO) [ de———
Nitlo ()Lx, o — e =iy

1
—i—sgn(wy). (9.92)
27
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Our result for the electron propagator, ignoring the “vertex corrections” to the scattering self-energy
is given by
1

Gho)= ————
7 - & +izzsgnim(z)

where we have boldly extended the Green function into the complex plane. We may now make a
few remarks:

e The original pole of the Green function has been broadened. The electron “spectral function”,

1 1 27)!
Ak, ) = ~ImG(k, w — i6) = 1__ e

bis 7 (w—e)? +Q2r)2
is a Lorentzian of width 1/7. The electron of momentum k now has a lifetime 7 due to elastic
scattering effects.

o Although the electron has a mean-free path, [ = vptthe electron propagator displays no fea-
tures of diffusion. The main effect of the finite scattering rate is to introduce a decay length
into the electron propagation. The electron propagator does not bear any resemblance to the
“diffusion propagator” y = 1/(iv — Dg?) that is the Greens function for the diffusion equation
(@; — DV*)y = —68(x,1). The physics of diffusion and Ohm’s law do not appear until we are
able to examine the charge and spin response functions, and for this, we have to learn how to
compute the density and current fluctuations in thermal equilibrium. (Chapter 10).

The scattering rate that we have computed is often called the “classical” electron scattering
rate. The neglected higher order diagrams with vertex corrections are actually smaller than
the leading order contribution by an amount of order

This small parameter defines the size of “quantum corrections” to the Drude scattering physics,
which are the origin of the physics of elecfron localization. To understand how this small num-
ber arises in the self-energy, consider the ﬁ’r’sx‘vertcx correction to the impurity scattering,

(9.93)
This diagram is given by

=i
d. d dQ,dQ 1
% = N(O)f = N<0>f = 195
1

iw, — € iw, — & (47T)2 Wy — €k, +ky-k
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1 1
~ i X il (9.94)
where the last term in the integral derives from the central propagator in the self-energy. In this
self-energy, the momentum of the central propagator is entirely determined by the momentum
of the two other internal legs, so that the energy associated with this propagator is €_k.k, +k; -
This energy is only close to the Fermi energy when k; ~ —kj, so that only a small fraction
1/(krl) of the possible directions of k, give a large contribution to the scattering processes.

9.7 Interacting electrons and phonons

The electron phonon interaction is one of the earliest successes of many body physics in condensed
matter. In many ways, it is the condensed matter analog of quantum-electrodynamics - and the
early work on the electron phonon problem was carried out by physicists who had made their early
training in the area of quantum electrodynamics.

When an electron passes through a crystal, it attracts the nearby ions, causing a local build-up
of positive charge. Perhaps a better analogy, is with a supersonic aircraft, for indeed, an electron is
a truly supersonic particle inside crystals, moving at many times the velocity of sound. To get an
idea of just how much faster the electron moves in comparison with sound, notice that the ratio of
the sound velocity v, to the Fermi velocity vris determined by the ratio of the Debye frequency to
the Fermi energy, for

vs Viwy wpla _wp

ve  Vie  €rla €

where a is the size of the unit cell. Now an approximate estimate for the Debye frequency is given
by w% ~ k/M, where M is the mass of an atomic nucleus and k ~ er/a® is the “spring constant”
associated with atomic motions, thus

and s
wp 1 1. m
& (g )M M
~1/m
so that the ratio
Vg m 1

ve  NM " 100
so0 an electron moves at around Mach 100. As it moves through the crystal, it leaves behind it a very
narrow wake of “positively charged” distortion in the crystal lattice which attracts other electrons,
long after the original disturbance has passed by. This is the origin of the weak attractive inter-
action produced by the exchange of virtual phonons. This attractive interaction is highly retarded,
quite unlike the strongly repulsive Coulomb interaction that acts between electrons which is almost

instantaneous in time. (The ratio of characteristic timescales being ~ ;—Z ~ ,l%’ ~ 100). Thus-
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whereas two electrons at the same place and time, feel a strong mutual Coulomb repulsion, two elec-
trons which arrive at the same place, but at different times can be subject to an attractive electron
phonon interaction. It is this interaction that is responsible for the development of superconductivity
in many conventional metals.

In an electron fluid, we must take into account the quantum nature of the sound-vibrations.
An electron can not continously interact with the surrounding atomic lattice - it must do so by
the emission and absorption of sound quanta or “phonons”. The basic Hamiltonian to describe
the electron phonon problem is the Frohlich Hamiltonian, derived by Frohlich, a German emigré
to Britain, who worked in Liverpool shortly after the second-world war[7]. Frohlich recognized
that the electron-phonon interaction is closely analogous to the electron-photon interaction of QED.
Frohlich appreciated that this interaction would give rise to an effective attraction between electrons
and he was the first to identify it as the driving force behind conventional superconductivity.

To introduce the Frohlich Hamiltonian, we will imagine we have a three phonon modes labelled
by the index A = (1,2, 3), with frequency wg,. For the moment, we shall also ignore the Coulomb
interaction between electrons. The Frohlich Hamiltonian is then

H, = ZekCTk(ka(f
ko

+ 1
Hp = qZ; qu(a‘q/laq/l + E)
H; = Z gq,lcfk-%-qo-ckcr [aq/! + a+—qﬂ] (9.95)
k.q.1

To understand the electron phonon coupling, let us consider how long-wavelength fluctuations of

. . 2 . . .
the lattice couple to the electron energies. Let ®(x) be the displacement of the lattice at a given
point x, so that the strain tensor in the lattice is given by

1
U (X) = 5 (Vu®y(x) + V, 0, (x)

In general, we expect a small change in the strain to modify the background potential of the lattice,
modifying the energies of the electrons, so that locally,

e(k) = €(K) + Cpytp(X) + ...

Consider the following, very simple model. In a free electron gas, the Fermi energy is related to the
density of the electrons N/V by
1 (37°N
& ( il ) . (9.96)

T\

When a portion of the lattice expands from V — V + dV, the positive charge of the background
lattice is unchanged, and preservation of overall charge neutrality guarantees that the number of

RS
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electrons N remains constant, so the change in the Fermi energy is given by

o

2dvV 20 o
~-ZV.®
€r 3V 3

On the basis of this simple model, we expect the following coupling between the displacement
vector and the electron field

2
C=—<¢r 9.97)

H =C f Exve Y (x)V.D 3

The quantity C is often called the “deformation potential”. Now the displacement of the the
phonons was studied in Chapter 4. In a general model, it is given by

O(x) = —i Z e;} Axqa [aqﬁ + a*_q,ll £lax
ql

where we’ve introduced the shorthand

1
h 2

Axgr = [
Yol (ZMNSwM)

to denote the characteristic zero point fluctuation associated with a given mode. (N is the number
of sites in the lattice. ) The body of this expression is essentially identical to the displacement of a
one-dimensional harmonic lattice (see (3.81)), dressed up with additional polarization indices. The
unfamiliar quantity e; is the polarization vector of the mode. For longitudinal phonons, for instance,
e{q‘ = ¢. The “—i” infront of the expression has been introduced into the definition of the phonon
creation and annihilation operators so that the requirement that the Hamiltonian is hermitian (which
implies (eé)* = —(e‘iq)) is consistent with the convention that e changes sign when the momentum
vector q is inverted.
The divergence of the phonon field is then

V. d(x) = Z q- eéqu,l [aq,l + ai.u] £
al

In this simple model, the electrons only couple to the longitudinal phonons, since these are the only
phonons that change the density of the unit cell. When we now Fourier transform the interaction
Hamiltonian, making the insertion ¥/, (X) = % Sk Cko€®* (9.97), we obtain

H = C f Expe W)V - Bx)
Ok’ —(k+q)

—_—

1 —
Z otk [aq4+a‘t,qﬂ]‘7fd3xe'(q+k KX CAxqa(q - €))
kK .q.1
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= Z gq/lc-l.kJrq(er(r [aq/l + a-{-fq/l] (9.98)
qkAa

where

ol

Cghxgr = Cq(m) (=1
0 (otherwise )

8q1 =

Note that Ny = V/a>, where a is the lattice spacing. To go over to the thermodynamic limit, we
will replace our discrete momentum sums by continuous integrals, 3 = V J‘; - fq . Rather than
spending a lot of time keeping track of how the volume factor is absorbed into the integrals, it is
simpler to regard V = 1 as a unit volume, replacing Ny — a~> whenever we switch from discrete,
to continuous integrals. With this understanding, we will use

8q = CqA[Na® |2 Mwqa) (9.99)

for the electron-phonon coupling to the longitudinal modes. Our simple model captures the basic
aspects of the electron phonon interaction, and it can be readily generalized. In a more sophisticated
model,

e C becomes momentum dependent and should be replaced by the Fourier transform of the
atomic potential. For example, if we compute the electron - phonon potential from given by
the change in the atomic potential Vi mi. resulting from the displacement of atoms,

SV(x) = Z VatomicX — R_[; -®)=- Z ;- 6Vatomic(X - R.[/)')
j J

we must replace interaction,

C-YV,

atomic(@) = fdsx Vatomic(x)e_iq‘x' (9.100)

Veell

e When the plane-wave functions are replaced by the detailed Bloch wavefunctions of the elec-
tron band, the electron phonon coupling becomes dependent on both the incoming and out-
going electron momenta, so that

8k/—k1 = 8k’ k-

Nevertheless, much can be learnt from our simplified model In the discussion that follows, we
shall drop the polarization index, and assume that the phonon modes we refer to are exclusively
longitudinal modes.

In setting up the Feynman diagrams for our Frohlich model, we need to introduce two new
elements- a diagram for the phonon propagator, and a diagram to denote the vertex. If we denote
g = aq + a“,q, then the phonon Green function is given by

D(@,7 =) = <Tdg(q() =T )" Dighe ™™ ©.101)

vy
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where the propagator
D) 2wq
=",
(Wn)2 - (wq)2
is denoted by the diagram
i = D(q,ivy) (9.102)
) ) (q, ivy) . .
The interaction vertex between electrons and phonon is denoted by the diagram
k+q
K > = () x-gq =igq (9.103)

June 28, 2011

The factor % arises because we have three propagators entering the vertex, each donating a factor of
i. The —1gq derives from the interaction Hamiltonian in the time-ordered exponential. Combining
these two Feynman rules, we see that when two electrons exchange a boson, this gives rise to the

diagram
DArA~A~nE = (igg)' D) = ~(89) D(@) (9.104)

(q,vn
so that the exchange of a boson induces an effective interaction

Ver(@.9) = g8 (9.105)
D) =85 .
eff - g

Notice three things about this interaction -

e [t is strongly frequency dependent, reflecting the strongly retarded nature of the electron
phonon interaction. The characteristic phonon frequency is the Debye frequency wp, and the
characteristic “restitution” time associated with the electron phonon interaction is 7 ~ 1/wp,
whereas the corresponding time associated with the repulsive Coulomb interaction is of order
1/€ep. The ratio €r/wp ~ 100 is a measure of how much more retarded the electron-phonon
interaction is compared with the Coulomb potential.

e It is weakly dependent on momentum, describing an interaction that is spatially local over
one or two lattice spacings.

o Atfrequencies below the Debye energy, w < wp the denominator in Vg changes sign, and the
residual low-energy interaction is actually attractive. It is this component of the interaction
that is responsible for superconductivity in conventional superconductors.

We wish to now calculate the effect of the electron-phonon interaction on electron propagation.
The main effect on the electron propagation is determined by the electron-phonon self energy. The
leading order Feynman diagram for the self-energy is given by
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q
=30 = ) (iga)6 (k= 9)D(@) 9.106)
k q
k-q
or written out explicitly,
2w, 1
2k iw,) = T 2[ . ] .
" q;’” 8a (iv)* — wd | iwn = vy — €kq

1 1

= -T - - - — (wq = —wyq) (9.107)

% [IV,, — wq iwy = iV, — €—q q q

where we have simplified the expression by splitting up the boson propagator into a positive and
negative frequency component, the latter being obtained by reversing the sign on wq. We shall carry
out the Matsubara sum over the bosonic frequencies by writing it as a contour integral with the Bose
function:

—TZF(ivn) = —fz%n(z)F(z) = fc ;%”(Z)F(Z) (9.108)

C

vy

where C runs anti-clockwise around the imaginary axis and C” runs anticlockwise around the poles
in F(z). In this case, we choose

1 1
F@) = o —
72— Wqiw, — 2 — é—q
1 1 1
= - - - (9.109)
z-wq 2z (iwy — €&-q) | iw, — (Wq + €—q)
which has two poles, one at z = wq and one at z = iw, — ek—q (Fig. 9.5). Carrying out the contour
W= € g - € g
.
(ol
/
. S
-1x . = &)
A Wgq ol Wgq
C

Figure 9.5: Contours C and C’ used in evaluation of X(k, iw,)
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integral, we then obtain

(wq) (‘7(]7&“)
0 = > L) 7O " %9 g — —wg)

iwy — (Wq + €&-—q)

1+ ng — fk,q
iwy — (Wq + €&-—q)

2.8
q

The second term in this expression is obtained by reversing the sign on wq in the first term, which
gives finally,

{wq — _‘Uq]:| (9.110)

Z(k,z)22g5[1+nq_fk_q+ a * fia ]
q

72— (&k-q twq) 27— (&k-q — Wq)

where we have taken the liberty of analytically extending the function into the complex plane.
There is a remarkable amount of physics hidden in this expression.

The terms appearing in the electron phonon self-energy can be interpreted in terms of virtual and
real phonon emission processes. Consider the zero temperature limit, when the Bose terms ngq = 0.
If we look at the first term in X(k), we see that the numerator is only finite if the intermediate
electron state is empty, i.e [k — q| > kr. Furthermore, the poles of the first expression are located at
energies wq + €_q, Which is the energy of an electron of momentum k — q and an emitted phonon
of momentum wg, so the first process corresponds to phonon emission by an electron. If we look
at the second term, then at zero temperature, the numerator is only finite if |k — q| < kp, so the
intermediate state is a hole. The pole in the second term occurs at —z = —€x_q + wq, corresponding
to a state of one hole and one phonon, so one way to interpret the second term as the energy shift
that results from the emission of virtual phonons by holes. At zero temperature then,

virtual/real phonon emission by electron  virtual/real phonon emission by hole

(k,z) = Z & [ _ Mt ofea + _ fea
’ T 4 Z— (&—q + Wq) 72— (&-q — Wq)

As we shall discuss in more detail in the next chapter, the analytically extended Greens function

1
GKk,z) = ——mm—
&.2) z—e& —2(K,2)

can be used to derive the real-time dynamics of the electron in thermal equilibrium. In general,
2(k, w —i6) = ReX(k, w — i6) + ilmZ(k, w — id) will have a real and an imaginary part. The solution
of the relation

& = & + ReX(k, g)
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determines the renormalized energy of the electron due to virtual phonon emission. Let’s consider
the case of an electron, for which ¢ is above the Fermi energy. The quasiparticle energy takes the
form

energy lowered by virtual phonon emission energy raised by blocking vacuum fluctuations

Gra- Y g Y o
ek (&k—q + wq) — & a6 + |ék—q| + wq
If we approximate ¢ by its unrenormalized value €, we obtain the second-order perturbation cor-
rection to the electron quasiparticle energy, due to virtual phonon processes. To understand these
two terms, it is helpful to redraw the Feynman diagram for the self energy so that the scattering
events are explicitly time ordered, then we see that there are two virtual processes - depending on
whether the intermediate electron line propagates forwards or backwards in time:

t, t, t, 4

g (t, <t,) kK (6>t
— o

3 k—-q | ik |

Virtual phonon emission Virtual phonon and e~h pait

The first term is recognized as the effect of virtual scattering into an intermediate state with one pho-
ton and one electron. But what about the second term? This term involves the initial formation of an
electron-hole pair and the subsequent reannihilation of the hole with the incoming electron. During
the intermediate process, there seem to be two electrons (with the same spin) in the same momentum
state k. Can it really be that virtual processes violate the exculsion principle? Fortunately, another
interpretation can be given. Under close examination, we see that unlike typical virtual fluctuations
to high energy states, which lower the total energy, this term actually raises the quasiparticle energy.
These energy raising processes are a “blocking effect” produced by the exclusion principle, on the
vacuum fluctuations. In the ground-state, there are virtual fluctuations

GS = electron (k) + hole (-k” — q) + phonon (q)

which lower the energy of the ground-state. When a single electron occupies the state of momentum
k, the exclusion principle prevents vacuum fluctuations with k’ = K, raising the energy of the
quasiparticle. So time ordered diagrams that appear to violate the exclusion principle describe the
suppression of vacuum fluctuations by the exclusion principle.

If we now extend our discussion to finite temperatures, for any given k and q, both the first
and the second terms in the phonon self-energy are present. For phonon emission processes, the
appearance of the additional Bose terms ngq is the the effect of stimulated emission, whereby the
occupancy of phonon states enhances the emission of phonons. The terms which vanish at zero
temperature can also be interpreted as the effect of phonon absorption of the now thermally excited
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phonons, i.e
1 - fk— + n, fk_ + n,
k)= ) e [ — 4 + —a 4
r - (Equ + ‘Uq) - (Ek—q - wq)
- - > - - >
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virtual/real phonon absorption by hole  virtual/real phonon absorption by electron

By contrast, the imaginary part of the self-energy determines the decay rate of the electron due
to real phonon emission, and the decay rate of the electron is related to the quantity

Ty = 2Im3(k, € — i6) ~ 2ImE (K, & — i0)

If we use the Dirac relation

1 1
[7] =P—— +ind(x —a)
x—a-id x—a

then we see that for a weak interaction, the decay rate of the electron is given by

phonon emission phonon absorption

g = 2772 g(zl[(l +ng — fk—q)(s(fk - (Gk—q + ‘Uq)) + (nq + fk—q)(s(fk - (Gk—q - ‘Uq))
q

which we may identify as the contribution to the decay rate from phonon emission and absorption,

respectively. Schematically, we may write
q
k
Im[—i:j—] - Z{[%_q %_q
k k—gq 1 k q k q

so that taking the imaginary part of the self-energy “cuts” the internal lines. The link between
the imaginary part of the self-energy and the real decay processes of absorption and emission is
sometimes refered to as the “optical theorem”.

2 2
+ } X 2n6(Ey — E;)

9.7.1 a?F: the electron-phonon coupling function

One of the most important effects of the electron phonon interaction, is to give rise to a supercon-
ducting instability. Superconductivity is driven by the interaction of low-energy electrons very close
to the Fermi surface, so the amount of energy transferred in an interaction is almost zero. For this
reason, the effective interaction between the electrons is given by (9.105)

Now the momentum dependence of this interaction is very weak. In our simple model, for example,
2

gfl 2wy ~ % ~ constant, and a weak momentum dependence implies that to a first approximation
q
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then, the effective low energy interaction is local, extending over one unit cell and of approximate
form
(9.111)

Hfff ~ =8 Z ‘/’Tk+qzrw+k'(r’Wk’+q(r’lﬂk<r

o0’ QKK (el ||, leigls e 1ql, <wp)

where the sum over electron momenta is restricted to within a narrow band of energies, within wp
of the Fermi energy. This means that the interaction is “instantaneous” to within a time-scale of
ot ~ 1/wp. The effective interaction strength g is the sum over all Zgg/wq,

Fizﬁgfﬁi
quq q Wq

Bardeen and Pines were amongst the first to realize that the electron-electron interaction induced by
phonon exchange is highly retarded relative to the almost instantaneous Coulomb interaction, so that
for low energy processes, the Coulomb interaction could be ignored. The attractive interaction in
(9.111) was then the basis of the “Bardeen-Pines” model[8] - a predecessor of the BCS Hamiltonian.
We can make an order-of-magnitude estimate of g, by replacing

V=1 9.112)

(g2t %
2 f 21 12
8ok 1 @\, > & | ke
~ ~ Ckp) |~ | = | 575 ~ €
adwp  dwp |\2Mwp ‘Ué 2M

where we have taken 7 = 1 and replaced j;l — 1/a. The electron phonon coupling constant is
defined as the product of the interaction strength, times the electron density of states,

2N(0)g?
A:N(O)g:Z&

q

9.113)

This dimensionless quantity is not reduced by the small ratio of electron to atom mass, and in typical
metals A2 ~ 0.1 —0.2. We’ll now relate the electron phonon self energy to this quantity.

The electron-phonon self-energy can be simplified by the introduction of a function we call
“a?F”, that keeps track of the frequency dependence of the electron-phonon coupling constant,
where a(w) is the typical energy dependent coupling constant and F is the phonon density of states.
It turns out that o F can be actually measured inside superconductors and F can be measured by
neutron scattering.

The basic idea here, is that the momentum dependence of the electron-phonon self energy is
far smaller than the frequency dependence, so the momentum dependence of the self-energy can
be neglected. The dimensionless ratio between these two dependences is a small number of order

wp/€F,
(iwkm)/(ag) L wp <<1
VF ow €
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To a good approximation then, the electron phonon self-energy can be averaged over the Fermi
surface, writing
[ds 2k, w)

[as

where f ds = f d*k/(27)? is an integral over the Fermi surface. Now the sum over k’ inside the
self-energy can be replaced by a combination of an energy integral, and a Fermi surface integral, as

follows s’ s’
dS'dk; = de’ = de’
; ﬁf perp = | fdeejar1 = J vrsH

where dS’ = d’k is a surface integral along the surface of constant energy and vp(S) = n - Vke is
the local Fermi velocity normal to this surface. Making this substitution,

1 dsds’ ., , ng-x + f(€) ]
Y(w)=—~—— | ——de€ i
(w) de f v;, 8k-K

2= (€ — wkw)
If we introduce a delta function in the phonon frequency into this expression, using the identity
1= fdvrS(v — wqa), then we may rewrite it as follows
L+n0) = fle) | n) + f(f’)]

1 . [dsds’ ,
fTSde dvf Vi S 07 = k) =(E+v) (-
_ fm défm dvar2(v)F(v)[1 +n0) = f(€) | n) +f(f')]
—co 0

z— (€ +v) z— (€ —v)

()

1+ ng — f(€)
2= (€' + wk—x)

(w)

(9.114)

where the function
Fw) =) 8 - wq)
q.1
is the phonon density of states, and

1 ds ds’ 2
—_— —O(w — Wk )8k
f ds v, k-k'1
is the Fermi surface average of the phonon matrix element and density of states. With this definition,
we may rewrite the self energy as

2(z) = f B de f B dva*(V)F(v)
—0o 0

where the energy dependence of the electron density of states has been neglected. This is a very
practical form for the electron self-energy. In practice, most of the energy dependence in a?F
is determined by the phonon density of states. As we shall see later, in a conventional electron-
phonon superconductor, one may infer the function a?F using the density of electron states in the
superconductor measured by tunneling in the superconducting state.

PF(v) =

L+n() = f(e) | n) + f(e)

z—(e+v) z—(e-v) |

290

145



©2011 Piers Coleman

Chapter 9.

9.7.2 Mass Renormalization by the electron phonon interaction

Our simplified expression for of the self-energy enables us to examine how electron propagation is
modified by the exchange of virtual phonons. Let us expand the electron-phonon self energy around
zero frequency in the ground-state. In the ground-state,

R oe) (=e)
»f:ca dg\fov dra(EE) [Z —(e+V) * z— (¢ —v)

fo‘m dV(IZ(V)F(V) In [V — Z]

vV+z

(w)

so that at low frequencies,
Y(w) = 2(0) - Aw

where

dX(w)
dw lw=0

2
2fdva (viF(v)

If we look at our definition of a®F, we see that this expression is the Fermi surface average of the
electron phonon coupling constant defined in (9.113).

Now at low energies, we can write the electron propagator in terms of the quasiparticle energies,
as follows

1 =

(9.115)

1
kw-if) = ———
Gk, w=i0) © = — 2w —i0)
1
= R 9.116
w - & — X — i6) +A(w — €) ( )
NG S—
&—il/2
or
Gk i0) = z (9.117)
T e T2 '
where
Z = 1+ wavefunction renormalization
& = & +2(¢) quasiparticle energy (9.118)
" = 2ZImX(g, - i0) quasiparticle decay rate.

We see that in the presence of the electron phonon interaction, electron quasiparticles are still well-
defined at low temperatures. Indeed, at the Fermi surface, I = 0 in the ground-state, so that electron
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quasiparticles are infinitely long-lived. This is an example of a Landau Fermi liquid, discussed in
chapter 8. If we differentiate e with respect to g, we obtain

d «
& :(Hﬂ):(ﬁ)
de; m

so that the effective mass of the electron is enhanced by the cloud of virtual phonons which trails
behind it. The density of states is also renormalized in the same way

d €k

de’

NO) =%
k

N(O) = NO)(1 + )

while the electron group velocity is renormalized downwards according to

Thus the electron phonon interaction drives up the mass of the electron, effect of squeezing the
one-particle states more closely together and driving the electron group velocity downwards. This
in turn will mean that the linear coefficient of the electronic specific heat C, = y*T

LTk
Y =N O =y + )

is enhanced.

We can give the wavefunction renormalization another interpretation. Recall that using the
method of contour integration, we can always rewrite the Matsubara representation of the Green
function

Gk 1) =T Z Gk, iwp)e™
n

as

d.
Gk, 1) =- f 7(” [(1 = f(w)o(r) = fO(-D)] Ak, w)e™", 9.119)

where A(k,w) = ImG(k,w — i6) is the spectral function. Now, from the normalization of the
fermionic commutation relation {c., ¢k} = 1, we deduce that the spectral function is normalized:
(ko)
(lexe ko)) = G(k,07) - G(k,07)
- f 49 Ak, w)
T

—(ekorc ko)
—_——

,_.
Il

(9.120)

The quasiparticle part of the spectral function (9.117) is a Lorentzian of width I'; , weight 7Z, and
since the width T} — 0 as g gets closer to the Fermi energy, we deduce that for k ~ kr, the
quasiparticle part of the spectral function ever more closely represents a delta function of weight Z,
so that

%A(k, w) ~ Z&(w — ) + incoherent background
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where the incoherent background is required so that the total frequency integral of the spectral
function is equal to unity.

Now from (9.119), we see that the ground-state occupancy of the electron momentum state K is
given by

d
Mo = (edreo = ~Gk,07) = f Zf@Akw)|

f“ d—wA(k,w), (T = 0) 9.121)
o T

The presence of the quasiparticle pole in the spectral function means that at the Fermi surface, there
is a discontinuity in the occupancy given by

Mioliot: = Mooty = Z = ——

as shown in Fig. 9.6

Q)
AK,0) o) Ak,

Figure 9.6: Illustrating the relationship between the coherent, quasiparticle component in the elec-
tron spectral function, and the discontinuity in the momentum-space occupancy at the Fermi surface
due to the electron-phonon interaction. a) Spectral function just below the Fermi surface - quasipar-
ticle peak occupied. b) Spectral function just above Fermi surface - quasiparticle peak unoccupied.
¢) Momentum space occupancy n.

Remarks:

o The survival of a sharp “coherent” delta-function peak in the quasiparticle spectral function,
together with this sharp precipace-like discontinuity in the momentum-space occupancy, are
one of the hallmark features of the Landau Fermi liquid. In an electron-phonon mediated
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superconductor, it is the coherent part of the spectral function which condenses into the pair
condensate.

e At first sight, one might imagine that since the density of states N*(0) = (1 + A)N(0) is
enhanced, the magnetic susceptibility will follow suit. In actual fact, the compression of the
density of states produced by phonons is always located at the Fermi energy, and this means
that if the electron phonon interaction is turned on adiabatically, it does not affect the Fermi
momenta of either up, or down electrons, so that the magnetization, and hence the magnetic
susceptibility are unaffected by the electron phonon interaction.

9.7.3 Migdal’s theorem.

At first sight, one might worry about the usefulness of our leading order self-energy correction. We
have already seen that the size of the electron phonon interaction A is of order unity. So what permits
us to ignore the vertex corrections to the self energy?

One of the classic early results in the electron phonon problem, is Migdal’s theorem[9], accord-
ing to which that the renormalization of the electron-phonon coupling by phonon exchange, is of
order \/% . Migdal’s theorem is a result of the huge mismatch between the electron and phonon dis-

persion. Basically- when an electron scatters off a phonon, it moves away so fast that other phonons
can not “catch up” with the outgoing electron.

Migdal’s theorem concerns the correction to the electron-phonon vertex. Diagramatically, the
electron self-energy can be expanded as follows

@ - _ﬁl+%ﬁ+... 9.122)

which we can denote by the shorthand

@ - Aﬁ%i 9.123)
k

Here, the shaded circle denotes the vertex part, given by

q
k—
= + + - =ig(q)(1 + Adg) (9.124)
k+gq K +gq
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We shall discuss the leading order vertex correction,
k-k = (igg)A(g) (9.125)
K +q
k+q
where the vertex function A(g) is given by
AD=T Y (igew) Gk +GE)DKk-K) 0.126)

k'=(iwy, k")

We are interested in an order of magnitude estimate of this quantity.
Now at low temperatures, we can replace the summation over the Matsubara frequency can be

replaced by an integral, o
W)

T n

; - f 2r

so that

dw:; dSk’ 2 ’ ’ ’
Ag) = - f o @(gk—k') G(k" + q)G(K')D(k = k')

Now the propogator
Wk-K

Dlk—k)y=—— K
k= (wn — W) + W}

vanishes as l/(w;)2 in the region where |w, — w},| = wp, so we restrict this integral, writing

@ dwy [ &K NG - G
ro=- [ 2 G s D= IGK + G

Inside the restricted frequency integral, to obtain an estimate of this quantity, we shall replace
g2 Dk —K) ~ a*g X 2wy wD(k - K') ~ —g, since 2w D(k — k') ~ 1. To good approx-
imation, the frequency integral may be replaced by a single factor wp, so that

P
7

&K
N 3 , ,
A(g) ~ wpga f (2n)3G(k +)G(K')

Wy =Wn

Now inside the momentum summation over k’, the electron momenta are unrestricted so the energies

3
€ and € 4q are far from the Fermi energy and we may estimate this term as of order (ki—z") Putting
F
these results together,
kra)®
A~ gap &2
€F
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Now since g ~ Adep and (kpa)® ~ 1, we see that

w, m
A~a22 L |2
(92 M
In otherwords, even though the electron phonon interaction is of order unity, the large ratio of
electron to ion mass leads to a very small vertex correction.
Remarks:

e Perhaps the main difficulty of the Migdal argument, is that it provides a false sense of security
to the theorist- giving the impression that one has “proven” that the perturbative treatment of
the electron phonon interaction is always justified. Migdal’s argument is basically a dimen-
sional analysis. The weak-point of the derivation, is that the dimensional analysis does not
work for those scattering events where the energies of the scattered electrons are degenerate.
While such scattering events may make up a small contribution to the overall phase space
contributing to the self-energy, they become important because the associated scattering am-
plitudes can develop strong singularities that ultimately result in a catastrophic instability of
the Fermi liquid. The dimensional analysis in the Migdal argument breaks down when elec-
trons inside the loop have almost degenerate energies. For example, the Migdal calculation,
does not work for the case where q is close to a nesting vector of the Fermi surface, when q
spans two nested Fermi surfaces, this causes ¢ and e 4q to become degenerate, enhancing
the size of the vertex by a factor of €r /wp xlog(wp/T). The singular term ultimately grows to
a point where an instability to a density wave takes place, producing a charge density wave.
The other parallel instability is the Cooper instability, which is a singular correction to the
particle-particle scattering vertex, caused by the degeneracy of electron energies for electrons
of opposite momenta.

9.8 Appendix A

In this appendix, we consider the Hamiltonian

Ho Vi

e
H = Z ew - Z [24(7)1/14 + WT)A]
1

1

and show that the generating functional

zo(Te b Vo

Zo(T exp foﬁ dr Y (@@ + vt a@m@) ho ©.127)
1

Zoli,ml

is explicitly given by
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A B
% = exp {— Z j(; drdryi (1)G(t) — 12)n(2)
Gt —12) = —(Tyarw’ (12)) (9.128)

for both bosons and fermions.
We begin by evaluating the equation of motion of the fields in the Heisenberg representation:

Wt g1 = e+ o
-

Multiplying this expression by the integrating factor e, we obtain

4 AT T

P [e“TYa()] = e na(r)
which we may integrate from 7" = 0 to 7 = 7, to obtain

T ’
Ya(®) = ey (0) + f dv'e T dr!
0

We shall now take expectation values of this equation, so that

Wa(0) = e (W0)) + fo dr' ey (7)dr (9.129)

If we impose the boundary condition (¥1(8)) = {{¥1(0)), where { = 1 for bosons and ¢ = —1 for
fermions, then we deduce that

Wa0)) = {ny jf 1 ()dr,

where ny = 1/(efé — {) is the Bose (¢ = 1), or Fermi function ¢ = —1. Inserting this into (9.129),
we obtain

B , B ,
Wa() = ¢y f e Tyt + f 0 — Tyt (9.130)
0 0

where we have introduced a theta function in the second term, in order to extend the upper limit of
integration to 3. Rearranging this expression, we obtain

’ -Ga(r-7')
f dv’ e N =) [(1 + {n)b(x — ') + {naf(x" — 7)]
0

Wa(x)

*de’gA(T*T/)UA(T/) (9.131)
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so Ga(7) is the imaginary time response of the field to the source term. We may repeat the same
procedure for the expectation value of the creation operator. The results of these two calculations
may be summarized as

6Z _’ ’ ’ ’
way = Ama_ f Y6t - (@)
on(r) 0
8Z(n, . ,
wha)y = 2. _ f 4o @G - 7). (9.132)
on(r) o

Notice how the creation field propagates backwards in time from the source. The common integral
to these two expression is

InZ[7.n] =InZy - fﬂ drdt' ia(T)Ga(t = ()
0

where the constant term In Zy has to be intependent of both ;7 and 7. The exponential of this expres-
sion recovers the result (9.128 ).

9.9 Exercises

1. Use the method of complex contour integration to carry out the Matsubara sums in the following:

(i) Derive the density of a spinless Bose Gas at finite temperature from the boson propagator D(k) =
D(K,ivy) = [ivg —wi] ™!, where wy, = Ey —p is the energy of a boson, measured relative to the chemical
potential.

N - LT _ - iv,0"
pad=V=V‘%}nm0mkm»-—ww'}]mme°. ©9.133)

vk
How do you need to modify your answer to take account of Bose Einstein condensation?
(ii) The dynamic charge-susceptibility of a free Bose gas, i.e
D(k+q)

&Pk
=7 Z IWDW + kD). (9.134)

Xe(q,ivy) =
D(k)
Please analytically extend your final answer to real frequencies.
(iii) The “pair-susceptibility” of a spin-1/2 free Fermi gas, i.e.

1 G(k+q) B
=T ; f GO+ bG=h

XpP(q,iva) = (9.135)
G(-k) [

where G(k) = G(k, iw,) = [iwn — &]7!. (Note the direction of the arrows: why is there no minus sign

for the Fermion loop?) Show that the static pair susceptibility, y »(0)is given by

B &’k tanh[Bec/2]

“J e 2«

Can you see that this quantity diverges at low temperatures? How does it diverge, and why ?

ped (9.136)
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2. A simple model an atom with two atomic levels coupled to a radiation field is described by the Hamil-
tonian

H = H, + H; + Hphoton, (9.137)

Table. 10.3 Relationship With Physical Quantities: Finite Temperature

AF —V Y {linked clusters} 7V|:O\.O+@+,”

where

H,=E-c'_c_+E.c'rc. (9.138) nz/Z, Vp 3 {linked clusters} VT [Omo +@+ ...

describes the atom, treating it as a fermion

H =V'? () cToe + e )a’g+a_g (9.139)
I Zq:gw(/ (‘ c-tce-c )[“d @ q] | —p—) >{Two leg diagrams} 52
—(Ty ' (1)) S + _<_r’_:_l_<_+

describes the coupling to the radiation field (V is the volume of the box enclosing the radiation) and

Hphoron = qua"'qaq, (wg = cq) (9.140) (—D)(Ty().. .W(Zn)) > {2n- leg diagrams}
7

is the Hamiltonian for the electromagnetic field. The “dipole” matrix element g(w) is weak enough to
be treated by second order perturbation theory and the polarization of the photon is ignored.

_ ——~—
- \): + 0+
(i) Calculate the self-energy X, (w) and X_(w) for an atom in the + and — states. — /s

(ii) Use the self-energy obtained above to calculate the life-times 7.. of the atomic states, i.e.

Response Functions

! = 2Im2, (B, - i6). (9.141)
If the gas of atoms is non-degenerate, i.e the Fermi functions are all small compared with unity, WITTAQR)B(D]IY) :XZxB
f(EL) ~ 0 show that
=" (w - i5) <>+® +o
= 2P, + n(w,)] 42) an = Xas
72t = 2718w P F(wo)n(w,), (9.142)

where w, = E, — E_ is the separation of the atomic levels and
) i[A(2), BA)DO(1 — t2) = xaB

_ d*q w
F(ﬂ))—f@é(w—wq)—ﬁ (9.143)

is the density of state of the photons at energy w. What do these results have to do with stimulated
emission? Do your final results depend on the initial assumption that the atoms were fermions?

(iii)Why is the decay rate of the upper state larger than the decay rate of the lower state by the factor
[+ n(wo)l/n(wo)?
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Chapter 10

Fluctuation Dissipation Theorem and
Linear Response Theory

10.1 Introduction

In this chapter we will discuss the deep link between fluctuations about equilibrium, and the re-
sponse of a system to external forces. If the susceptibility of a system to external change is large,
then the fluctuations about equilibrium are expected to be large. The mathematical relationship that
quantifies this this connection is called the “fluctuation-dissipation” theorem. We shall discuss and
derive this relationship in this chapter. It turns out that the link between fluctuations and dissipation
also extends to imaginary time, enabling us to relate equilibrium correlation functions and response
functions to the imaginary time Greens function of the corresponding variables.

To describe the fluctuations and response at a finite temperature we will introduce three related
three types of Green function- the correlation function S (7),

Cdw -y
S(t=1) = (AW AW)) = f TS (@),
o 27
the dynamical susceptibility y(7)

Xt =1) = KIA®), AN - 1),

which determines the retarded response
(A(0) = f dix(t =) f(1), (Aw)) = x(w)f(w),

to a force f(r) term coupled to A inside the Hamiltonian H; = —f(f)A(#), and lastly, the imaginary
time response function y(7)
x(T=7) = (TADAT")
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The fluctuation dissipation theorem relates the Fourier transforms of these quantities. according
to

Quantum  Thermal

N ”
Sw) =20 1+ npw)] x"(w),
—— —
Fluctuations Dissipation

where y”(w) = Im y(w) describes the dissipative part of the response function. In the limit, w <<
kgT, when n(w) ~ kpT /hw, this result reverts to the classical fluctuation-dissipation theorem,

2kpT
S(w) = X (w).

Thus in principle, if we know the correlation functions in thermal equilibrium, we can compute the
response function of the system.

The dissipative response of the system also enters into the Kramer’s Kronig expansion of the
response function,

dw 1
x@) = ffw —x"(w)
T w—2

and this expression can be used to analytically extend y(w) into the complex plane. In practice,
the theorist takes advantage of a completely parallel fluctuation-dissipation theorem which exists in
imaginary time. The imaginary time correlation function y(7) is periodic in time. y(t + ) = x(7),
and has an discrete Matsubara Fourier expansion, given by

1 )
x(1) =(TA(MA(0)) = 3 Z ey m(ivy)

n

The key relation between this function and the physical response function is that

Xm(iVn) = X(2) L=y, -

This relation permits us to compute the physical response function by analytically continuing the
Fourier components of the imaginary-time correlation functions onto the real axis.

To understand these relations, we need first to understand the nature of the quantum mechan-
ical response functions. We shall then carry out a “spectral decomposition” of each of the above
functions, deriving the fluctuation dissipation theorem by showing that the same underlying matrix
elements enter into each expression. A heuristic understanding of the relationship between fluctu-
ations and dissipation, is obtained by examining a classical example. The main difference between
the classical and the quantum fluctuation-dissipation theorem, is that in classical mechanics we are
obliged to explicitly include the external sources of noise, whereas in the quantum case, the noise
is intrinsic, and we can analyse the fluctuations without any specific reference to external sources
of noise. Nevertheless, the classical case is highly pedagagocical, and it is this limit that we shall
consider first.
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10.2 Fluctuation dissipation theorem for a classical harmonic oscilla-
tor

Ion
ol [l v )

T | w'v Vi

%

t
fluctuations
— d Y .
(2(t)z(0)) :szT/zﬁ X" (w) it
™ w

dissipation

Figure 10.1: Fluctuations in a classical harmonic oscillator are directly related to the dissipative
response function via the “fluctuation dissipation theorem”.

In a classical system, to examine correlation functions we need to include an explicit source of
external noise. To illustrate the procedure, consider a harmonic oscillator in thermal equilibrium
inside a viscous medium. Suppose that thermal fluctuations give rise to a random force, acting on
the oscillator, according to the quation of motion:

m(X + wlz,x) +nx = f(1)

If we Fourier transform this relationship, we obtain

x(w)f(w)
m(wi — ) — iwn]™ (10.1)

x(w)
X(w)

Here y(w) is the response function , or susceptibility to the external force. The imaginary part of
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the susceptibility governs the dissipation and is given by

L = @)l on. (102)

) =
R mw? - w?) + w'n

Now let us consider the fluctuations in thermal equilibrium. Over long time periods, we expect the
two-point correlation function to be purely a function of the time difference:

(x(O)x(t")y = (x(t = £)x(0))
The power spectrum of fluctuations is defined as
(@) = [ arxxope
and the inverse relation gives
, dw —iw(t—1") 2
x@x(@) = | —e (@)
2n

Now in thermal equilibrium, the equipartition theorem tells us that

2

% 2y = kel

) = 2
o d d ksT
@) = f T (@) = f @ PIf P = =5
n 2r mawg

Since the integrand is very sharply peaked around |w| = wq, we replace (| f(w)\2> — (| f(wo)lz) in

the above expression. Replacing I/\((a))|2 — w%’ v’ (w) we then obtain

kT _ f@o)P) fdiwx”(w) _ foP

mw(z) 2n T ow 2qmw(2) ’

so that the spectrum of force fluctuations is determined by the viscosity 7
(f o)) = 2nkpT.

Now if we assume that the noise spectrum it depends only on the properties of the viscous medium in
which the oscillator is embedded, and that it does not depend on the properties of the oscillator, then
we expect this expression holds for any frequency wy, and since it is independent of the frequency,
we conclude that the power spectrum of the force is a flat function of frequency, enabling us to
replace wy — w in the above expression. This implies that in thermal equilibrium, the force coupling
the system to the environment is a source of white noise of amplitude which depends on the viscosity
of the medium
2nkpT

, dw _ini-r) 2 ,
o f)) = fﬂe (f )7y = 2nkpT6(t — 1)
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We can now compute the noise spectrum of fluctuations, which is given by

2 (@) 2kgT
w

S(w) = (@) = @) f P = (f) >Tn X ().

This expression relates the thermal fluctuations of a classical system to the dissipation, as described
by the imaginary part of the response function, y”’(w).
10.3 Quantum Mechanical Response Functions.

Suppose we couple a force f to variable A. For later generality, it suits our need to consider a force
in both in real and imaginary time, with Hamiltonian

H H, - f(HA
H = H,- f(DA. (10.3)

We shall now show that the response to these forces are given by

(A@t)y = (A)+ f x(t=1)f(Hdr
(A(T)) = (A)+ jj X =) f(hdr (10.4)
xt=1) = KIA®, ACOE ~1)
T -1) = (TA@AGR)]) — (A (10.5)

where (A) is the value of A in thermal equilibrium. Let us begin in real time. Using the interaction
representation, we know that

An() = U (A0 UG,
where
T
U@ = Texpif dt' A f(E).
Remembering that the interaction representation corresponds to the Heisenberg representation for
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H,, we can drop the subscript on A;(f) = A(?), so that to linear order in f(7),
4
uiw = 1+ if dr A() f(),
"t
Ul = 1- if dr A(!) f(1')
so that
18
Ap(t) = A(t) + i f dr'TA(n), A f(7),

In thermal equilibrium if (A(r)) = (A) , so the response to the applied force is given by
+00

(A(0) = (A) + f dt’ x(t =) f(t'),

)

where

x(t—1") = i[A@D), A()])0( - 1)

is the “retarded response function”, also known as the “dynamical susceptibility”. The above
equation is particularly interesting, for it relates a quantum-mechanical response function to a
correlation-function.

Let us now consider imaginary time. In this case, the partition function in the presence of the
perturbation is

B
Z=7ZT Cxpfo dtf(T)A(T))o

The expectation value of A(7) is then given by

sz (TA@exp [ dr f(T)AT)

@) = -
@ (Texp [ dr fAL)
" X(a=1')
= W+ fo dv’ [(TAA)) = (A7 f@) + O (10.6)

so that

¥(@ = (TAMDAQ)) - (A)
(T(A(T) = (A)(A(0) - (A))) (10.7)

where the expectation values are to be taken in thermal equilibrium for Hp.
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104 Fluctuations and Dissipation in a quantum world

Unlike classical mechanics, the quantum Boltzmann formulation of many body physics is naturally
tailored to a discussion of the statistics of fluctuations and dissipation. Quantum systems are natu-
rally noisy, and there is no need for us to add any additional noise source to examine the deep link
between flucutations and dissipation in a quantum many body system. Indeed, the quantum fluctua-
tion dissipation theorem can be derived in rather mechanistic fashion by carrying out out a spectral
decomposition of the various response and correlation functions. The procedure is formally more
direct that its classical analogue, but the algebra tends to hide the fact that the underlying physics
holds precisely the same link between fluctuations- now both thermal and quantum in character-
and dissipation.

To derive the quantum fluctuation theorem, we must first spectrally decompose the correlation
function S (r — ¢') and the response function y(z — ¢’).

104.1 Spectral decomposition I: the correlation function S (r — ')

This is the easiest decomposition of the three to carry out. We begin by expanding the response
function in terms of a complete set of energy eigenstates which satisfy

HI|H) = Eilb),
DA =1,
A
(LAQ)] () - </1 |eiHrA e—th| (> - e—i(EZ—E/l)(r—r') % |A|(> .

Using these key results, we make the expansion as follows,

S—-1) = (ADAW))
= DL ePED A ) (£ [A)| 2)

A,

i~

Z e PELF) KZIA| /1>|2 ¢ HE~EN=1) (10.8)
L

If we now Fourier transform this expression, the frequency dependent correlation function can be

written
f dte™'S (1)

= e PED (LAl DI 2706(E; — Ej — w). (10.9)
AL

S(w)

This is the frequency spectrum of the correlations.
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104.2 Spectral decomposition II: the response function y (7 — t’)

‘We now use the same spectral decomposition approach for the response function. In this case, we
need to take care of two operator orderings inside the commutator, which yield

x=1) = iy PED QA0 (¢]A@)] 2) - (A|a)| ) cIAwI v oc - 1)

AL
iy e = e PR (L |AL VP e EEN D — 1),
L

By introducing the spectral function

X'(@) =11 = ) 3 (CIALDP lw = (Ep = Eple B, (10.10)
e

we see that the retarded response function can be written,

YO =i f dw e 00 ¥ (w). 10.11)

Fourier transforming this result, using

o ' 1i6) 1
i dtez(wfw +io) 1 _ —,
jo‘ W —w-—id

we obtain

do 1
X(w):f © W), (10.12)

T oW -w

This “Kramers-Kronig” relation can be used to extend the response function into the complex plane.
Notice that because the response function is retarded, y(w) is analytic in the upper-half complex
plane and the poles lie just below the real axis, at z = w’ — i6. Finally, taking the imaginary part of
this expression, using the Dirac relation Im[1/(w’ — w — i6) = 16(w’ — w), we are able to identify

X" (w) = Imy(w + i)
as the dissipative part of the response function.
104.3 Quantum Fluctuation dissipation Theorem
If we compare the relations (10.10 ) and (10.9), we see that

2
S(w) = m/\/ (w).
If we restore 7, this becomes
2h
S(w) = ———x"(w) =21 [1 + np(hw)] ¥’ (w). (10.13)
1 — e Phe

Thus, by carrying out a spectral analysis, we have been able to directly link the correlation function
S (w) with the dissipative part of the response function y(w).
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10.4.4 Spectral decomposition III: fluctuations in imaginary time

For the final of our three decompositions, we move to imaginary time, and write, 7 — 7" > 0,

x@=7) = Y PEP{QIA@I0 (¢ |A@)] )

1
— Z e BEF) g=(Ea=Ep)(T=T") KZ1A] /1>‘2 .
AL
Now
i 1
dr e~ EaET _ —(1— e—(E,x—Edﬁ)’
\f()\ﬂ (E[ —E)—ivy)

SO

s
x(iva) = f dr ey (1)
0

DB EED) 1AL P
AL

(E[ —E/l - iVn).

Using (10.10 ), we can write this as

. dow 1
Xx(ivy) = -
T ow=—iv,

X () (10.14)

so that y(iv,) is the unique analytic extension of y(w)into the complex plane. Our procedure to
calculate response functions will be to write x(iv,) in the form 10.14, and to use this to read off
X' ().

10.5 Calculation of response functions

Having made the link between the imaginary time, and real time response functions, we are ready
to discuss how we can calculate response functions from Feynman diagrams. Our procedure is to
compute the imaginary time response function, and then analytically continue to real frequencies.
Suppose we are interested in the response function for A where,

AW = YT a(DAaplp(0).
(See table 10.0). The corresponding operator generates the vertex
o
X = A(tﬁ
(10.15)
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Table. 10.0 Selected Operators and corresponding response function.

Quantity Operator A A(k) Response Function
Density Px) = ¢ (Ow(x) Pap = Oap Charge susceptibility
Spin density S = v’ (%)n/} Wp(x) 1‘71(1/3 = UpGap Spin susceptibility

Current density iw*(x) (717‘1 %) *61&) Y(x) f: ek = eV Conductivity

Thermal current ;—;z//f(x) Vo Y(x) fr = iwy P = iwyVee | Thermal conductivity

(Where V= (V- 7). 3,2 4 (3 - a,))

where the spin variables @ are to be contracted with the internal spin variables of the Feynman
diagram. This innevitably means that the variable A,g becomes part of an internal trace over spin
variables. If we expand the corresponding response function y(x) = (A(x)A(0)) using Feynman
diagrams, then we obtain

X(T) = (A(x)A(0)) Z closed linked two-vertex diagrams

For example, in a non-interacting electron system, the imaginary time spin response function
involves A(x) = ﬂBlﬂaT(}C)O'(yﬁlﬁﬁ(X), so the corresponding response function is

o
a b
X=X = X O O
Trace over B
spin variables
—_——
= TIr [o“’g(x - x)otG(x - x)]
= —5UUBG(x - X)G(X — x) (10.16)
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Now to analytically continue to real frequencies, we need to transform to Fourier space, writing

x(@) = f d*xe” Py (x)

where the integral over time 7 runs from 0 to 8. This procedure converts the Feynman diagram from
areal-space, to a momentum space Feynman diagram. At the measurement vertex at position x, the
incoming and outgoing momenta of the fermion line give the following integral

f d*xe™ ko)X = BV Ky — kin + q).

As in the case of the Free energy, the BV term cancels with the 1/(8V) 3, terms associated with each
propogator, leaving behind one factor of 1/(8V) = T/V per internal momentum loop. Schematically,
the effect of the Fourier transform on the measurement vertex at position x, is then

k
fd“xe'f"*{x( ]: wq\/< (10.17)
k+q

For example, the momentum-dependent spin response function of the free electron gas is given
by

k
b
X = upx o° o
k+q
1
=.ﬁvgpqa@@+mapaﬂ=wu@> (10.18)
where
x(q.iv,) = —2ﬂf;fTZ§(k+q,iwn+ivr)g(k,iwn) (10.19)
k

iwy

When we carry out the Matsubara summation in the above expression by a contour integral, (see
Chapter 9), we obtain

T Y6+ quio, +iGkiv) = - [ SEj@GK+a.z ik
iwy ¢ e
( f k — fk—q )

- (10.20)
(6k+q — &) — ivy

where C’ encloses the poles of the Green functions. Inserting this into (10.19), we obtain x(q, iv,) =

X(Q, Dlz=iv,, where .
x(q,2) = zﬂéf ﬂ (1021)
& \(€kiq — €) — vy
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X(4.) = Imy(q.0 +i6) = 2 f m(eqek = 6 = ) [ i~ ficra (1022)
q

June 28, 2011

When we come to consider conductivities, which involve the response function of current oper-
ators, we need to know how to deal with an operator that involves spatial, or temporal derivatives.
To do this, it is convenient to examine the Fourier transform of the operator A(x),

f dxe Y AP = )y k- /) Auk +q/2)
k

o o
In current operators, A is a function of gradient terms such as V and §,. In this case, the use of
the symmetrized gradient terms ensures that when we Fourier transform, the derivative terms are
replaced by the midpoint momentum and frequency of the incoming or outgoing electron.

f dxe Wy WALV, 30000) = 30T (k= /A, ik + g/2)

k

for example, the current operator f(x) = fnl‘ (—i ;) becomes
J@) = ) en k- g/ Duk +q/2),
k

o ) (oo
where V = % is the electron velocity. For the thermal current operator J_;(X") = % ( a ,),

. w2k .
@) = ) i (k= g/ Duk +/2).
m

Example 10.1: Calculate the imaginary part of the dynamic susceptibility for non-interacting
electrons and show that at low energies w << €f,

'@ _ [ 339 (q < 2k)
w 0 (q > 2kr)

where v = hkp/m is the Fermi velocity.

Solution: Starting with (10.22) In the low energy limit, we can write

lim X (@) _ 2#%;[6(6‘“!{ B ek)fk+q = fk
w—0 w q €k — €kiq
=mﬂhmvmbﬂ) (10.23)
q dEk
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Replacing
1 .
f”fdi(f)f dcos 6
q 2
we obtain
” 1 2
dcosf 193
lim X'(q,w) ZH%N(O)I cos (5(i L7 6)
w0 W 2 2m  m
N(0)
= UENO)—— =\ 2% 1024
Hp ( )zqu B vrgq (q < 2kr) ( )

10.6 Spectroscopy: linking measurement and correlation

The spectroscopies of condensed matter provide the essential window on the underlying excitation
spectrum, the collective modes and ultimately the ground-state correlations of the medium. Re-
search in condensed matter depends critically on the creative new interpretations given to measure-
ments. It is from these interpretations, that new models can be built, and new insights discovered,
leading ultimately to quantitative theories of matter.

Understanding the link between experiment and the microscopic world is essential for theorist
and experimentalist. At the start of a career, the student is often flung into a seminar room, where
it is often difficult to absorb the content of the talk, because the true meaning of the spectroscopy
or measurements is obscure to all but the expert - so it is important to get a rough idea of how and
what each measurement technique probes - to know some of the pitfalls of interpretation - and to
have an idea about how one begins to calculate the corresponding quantities from simple theoretical
models.
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Table. 10.1 Selected Spectroscopies .

NAME SPECTRUM | A ] Questions and Tssues
Surface probe. T ~ 0 measurement.
dl dl

STM v W(X) o A(X, W)|w=ev w(x) Is the surface different?
O ARPES Ik, w) « f(—w)Ak, —w) ko () | po unresolved.
ﬁ Surface probe. No magnetic field
%J) Inverse PES l(w) < Z[l — f(w)]AK, w) ) p unresolved.

k
— Surface probe.
dw 1
XDC xpc= | —xX"'(q=0,w) M X ~ 7 local moments.
W

Uniform Susceptibility X ~ cons paramagnet

Inelastic Neutron
Z Scattering ‘What is the background?

d? 1

E sz(iTw S(q,w) = m}("(q, w) S(q,7) | Quality of crystal?
n NMR

Knight Shift Keontact « Xocal S(x,#) | How is the orbital part subtracted?

1 r [F x"(q, w) .
— (qQ————— How does powdering affect sample?
Ty q @ y=wy
‘What is the resistance ratio?
o 1 5

Resistivity p p=—= J(@=0) | (Rs00/Ro)

m Reflectivity:
1
< Optical o(w) = — [ j(—o' D]y |  jw) | How was the Kramer’s Kronig done?
—iw
m Conductivity Spectral weight transfer?
316
June 28, 2011 158




©2011 Piers Coleman

Chapter 10.

Fundamentally, each measurement is related to a given correlation function. This is seen most
explicity in scattering experiments. Here, one is sending in one a beam of particles, and measuring
the flux of outgoing particles at a given energy transfer £ and momentum transfer q. The ratio of
outgoing to incoming particle flux determines the differential scattering cross-section

d*o _ Outward particle flux

dQdw ~ Inward particle flux

When the particles scatter, they couple to some microscopic variable A(x) within the matter, such as
the spin density in neutron scattering, or the particle field itself A(x) = ¥(x) in photo-emission. The
differential scattering cross-section this gives rise to what is, in essence a measure of the autocorre-
lation function of A(x) at the wavevector q and frequency w = E /% inside the material,

d*c
dQdw

- f d* X(A(X, NA(0))e™ @) = §(q, w)

Remarkably scattering probes matter at two points in space! How can this be? To understand it,
recall that the differential scattering rate is actually an (imaginary) part of the forward scattering
amplitude of the incoming particle. The amplitude for the incoming particle to scatter in a forward
direction, contains the Feynman process where it omits a fluctuation of the quantity A at position
X, travelling for a brief period of time as a scattered particle, before reabsorbing the fluctuation at
x. The amplitude for the intermediate process is nothing more than

k—q
A(X’)

A®X)

amplitude for fluctuation

(A(x)A(x’)>)( ei[q-(x—x')—w(t—t’)]
<

amplitude for particle to scatter at x’,
and reabsorb fluctuation at x .

amplitude = (10.25)

(In practice, since the whole process is translationally invariant, we can replace x by x — x” and set
x'=0.)

The relationship between the correlation function and scattering rate is really a natural conse-
quence of Fermi’s Golden rule, according to which

d*o

2n .
Tode ~Tinr = 5 DL PKAVIDP(E, ~ Ep
!

where p; is the probability of being in the initial state |i). Typically, an incoming particle (photon,
electron, neutron) with momentum k scatters into an outgoing particle state (photon, electron, neu-
tron) with momentum k’ = k — q, and the system undergoes a transition from a state |1) to a final
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state [A”):

[0y = [DIK), Ify = 1)K’
If the scattering Hamiltonian with V ~ g fx p(X)A(x), where p(x) is the density of the particle beam,
then the scattering matrix element is

mengmewaM=§j}muM@m> (10.26)
X/ o Jx'
so the scattering rate is
g gy
Fing = Vi PAAAI WA JAE))e Y 286(Ey - Eq - w) (10.27)
0 VX, X’

where p, = e PE1=F) is the Boltzmann probability. Now if we repeat the spectral decomposition of
the correlation function made in (10.9)

f de ! (A(x, DA(X',0)) = 21 Z PUAA@I WA IADS(Er — E; — w),
A

we see that

2 . . ,
Tig ~ is f dre " (A(x, DAX', 0))ye ™40
VO XX/

2
- %lffmwm*wm@ﬁmw
0

where the last simplification results from translational invariance. Finally, if we divide the transition
rate by the incoming flux of particles ~ 1/Vj, we obtain the differential scattering cross-section.

For example, in an inelastic neutron scattering (INS) experiment, the neutrons couple to the
electron spin density A = §(x) of the material, so that

d*o

. 1
~ 4 —i(q-X—wt) ’”
dew(q, w) fd X(S-(x,0)S +(0))e o Fpp—— efﬁw/\/ (q,w)

where y(q,w) is the dynamic spin susceptibility which determines the magnetization M(q, w) =
x(q, w)B(q, w) by amodulated magnetic field of wavevector q, frequency w. By contrast, in an angle
resolved photo-emission (ARPES) experiment, incoming X-rays eject electrons from the material,
leaving behind “holes”, so that A = y is the electron annihilation operator and the intensity of
emitted electrons measures the correlation function

f-w)

1(k, w) ~ f d* (" (w(0))ye *xD = Ak, —w)

1 + e
where the Fermi function replaces the Bose function in the fluctuation dissipation theorem.
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10.7 Electron Spectroscopy

10.7.1 Formal properties of the electron Green function

The spectral decomposition carried out for a bosonic variable A is simply generalized to a fermionic
variable such as ¢k, . The basic electron “correlation” functions are

. d .
(oD 0)) = f 296, ke
d

f 496 (K wye e

(ke 0)eko (1)) oy

(10.28)

called the “greater” and “lesser” Green functions. A spectral decomposition of these relations re-
veals that

G.(k,w)

D Pk ko D27 (B — Ej - w)
AL

G.(k,w)

D Pallewo P 2m8(E; — Eq + w)
AL

describe the positive energy distribution functions for particles (G- ) and the negative energ distri-
bution function for holes (G.) respectively. By relabelling £ <> A in (10.29) it is straightforward to
show that

Gu(k,w) = e PG (k, w)

‘We also need to introduce the retarded electron Green function, given by

dw

o Gr(k, w)e ™!

Gr(k, 1) = ~i{{cko (), ¢ ke (O)DO(0) = f

(note the appearance of an anticommutator for fermions and the minus sign pre-factor) which is the
real-time analog of the imaginary time Green function

Gk, 1) = ~Tar (i) = T )" Gk, iwye ™

A spectral decomposition of these two functions reveals that they share the same power-spectrum
and Kramer’s Kronig relation, and can both be related to the generalized Green function

(10.29)

d 1
6ko) = f & Ak.w)
T ZI-w
where
do’ 1
T w—w+id

Grk,w) = g(k,w+i6):f Ak, w)
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do 1

- Ak, ),
T oiw, — W

Gk, iv,) = GK, Dl=iw, =

(10.30)

and the spectral function

Ak, w)

(1+e7) )" Pl kol DPO(E, ~ By - w)
AL

%[G>(k, w) + Gk, w)] (1031)

is the sum of the particle and hole energy distribution functions. From the second of (10.31) and
(10.28), it follows that A(k, w) is the Fourier transform of the anticommutator
0 dw —iwt

(ko (D), ke (O)}) = 7A(k, w)e (10.32)
At equal times, the commutator is equal to unity, {cks, ch,,-} = 1, from which we deduce the
normalization d

LAk w) = 1.
n

For non-interacting fermions, the spectral function is a pure delta-function, but in Fermi liquids the
delta-function is renormalized by a factor Z and the remainder of the spectral weight is transfered
to an incoherent background.

Ak
Alk, ) = Zx6(w — Ex) + background
b

The relations
2
WA(I(’ w) =2(1 - f(w)AKk, w)

mA(k,a)) =2f(w)Ak, w)

G.(kw) = (particles)

G.kw) = (holes) (10.33)

are the fermion analog of the fluctuation dissipation theorem.

10.7.2 Tunneling spectroscopy

Tunneling spectroscopy is one of the most direct ways of probing the electron spectral function. The
basic idea behind tunneling spectroscopy, is that a tunneling probe is close enough to the surface
that electrons can tunnel through the forbidden region between the probe and surface material.
Traditionally, tunneling was carried out using point contact spectroscopy, whereby a sharp probe is
brought into contact with the surface, and tunneling takes place through the oxide layer separating
probe and surface. With the invention of the Scanning Tunneling Microscope, by Gerd Binnig
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w

Figure 10.2: Showing the redistribution of the quasiparticle weight into an incoherent background
in a Fermi liquid.

and Heinrich Rohrer in the 80’s has revolutionized the field. In recent times, Seamus Davis has
developed this tool into a method that permits the spectral function of electrons to be mapped out
with Angstrom level precision across the surface of a conductor.

In the WKB approximation, the amplitude for an electron to tunnel between probe and surface

X2
t(x1, x2) ~ exp [—% f \V2m[U(x) — Elds (10.34)
X1
where the integral is evaluated along the saddle-point path between probe and surface. The expo-
nential dependence of this quantity on distance means that tunneling is dominated by the extremal
path from a single atom at the end of a scanning probe, giving rise to Angstrom - level spatial
resolution.
The Hamiltonian governing the interaction between the probe and the sample can be written

V= Z Ik Ikaapk'U +H.c.|.
KK’

where fi - is the tunnelling matrix element between the probe and substrate, ¢"ko and pTi, create
electrons in the sample and the probe respectively. The tunneling current of electrons from probe to
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sample is given by

ipi,s =2 Z

KK LLAN

papw e RS C1et ko Pl AVPS(E; + Ep — Ey — Ey)

where [2, ") = |)|A) and |£, ") = |{)I¢) refer to the joint many body states of the sample (un-
primed) and probe (primed), and we have dropped 7 from the equation. This term creates electrons
in the sample, leaving behind holes in the probe.

Now if we rewrite this expression in terms of the spectral functions of the probe and sample,
after a little work, we obtain

Ag(k Ap k, . .
ipos =47 ) Incwel? f dw—“ﬂ’ @) Arlk,w) (ﬂ 9 (1 - f)fr(e).

kK

where Ap(k, w) and fp(w) are the spectral function and distribution function of the voltage-biased
probe. We have doubled the expression to account for spin. You can check the validity of these
expressions by expanding the spectral functions using (10.31), but the expression is simply recog-
nized as a product of matrix element, density of states and Fermi-Dirac electron and hole occupancy
factors.

Similarly, the tunneling current of electrons from sample to probe is

l‘S%p = 2r Z

kK (A 0

papx ke PSP wocko | AYPO(E; + Ep — Ex — Ey)

As(k, w) Ap(k, w . .
= 4y il f doBEDAEO i fw. (1035)
& n T

Subtracting these two expressions, the total charge current / = —|e|(ip_.s — is—p) from probe to

sample is
As(k,w) Ap(k, w .
1=anie Y el [ a0 2D, 1) - fun, (1036)
& bis n

The effect of applying a voltage bias V > 0 to the probe is to lower the energy of the electrons in
the probe, so that both the energy distribution function fp(w) and the spectral function of electrons
in the probe Ap(k, w) are shifted down in energy by an amount |e|V with respect to their unbiased
values, in other words fp(w) = f(w + |e|]V) and Ap(k,w) = Ap(k, w + |e]V), so that

1=4rlel Y lnsel? f oS EDACCLD ) far V),

kK

(1037)

We shall ignore the momentum dependence of the tunneling matrix elements, writing [f?> =

[, we obtain

A1) — flw + eV,

n

r
——
1(V) = 2le| 27t N(0) f d7” (10.38)
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and
As@) = ) As(k,w)
k

N(w + le|]V)

Zyw®w+MW~N@) (10.39)
k

are the local spectral functions for the sample and probe, respectively. Typically, the probe is a
metal with a featureless density of states, and this justifies the replacement N(w) ~ N(0) in the
above expression. The quantity 27r2N(0) = T is the characteristic resonance broadening width
created by the tunnelling out of the probe. If we now differentiate the current with respect to the
applied voltage, we see that the differential conductivity

~5(w+e|V)
e e

_dl 2¢% dw df(w+le|V)
aw—ﬁ—tfﬁf7””WP‘iz‘ﬁ

At low temperatures, the derivative of the Fermi function gives a delta function in energy, so that

4T
G(v) = (ET) A @)=ty

Thus by mapping out the differential conductance as a function of position, it becomes possible to
obtain a complete spatial map of the spectral function on the surface of the sample.

10.7.3 ARPES, AIPES and inverse PES

ARPES (angle resolved photoemission spectroscopy), AIPES (angle integrated photoemision spec-
troscopy) and inverse PES (inverse photo-electron spectrosopy) are the alternative ways of probing
the hole and electron spectra in matter. The first two involve “photon in, electron out”, the second
“electron in, photon out”. The coupling of radiation to light involves the dipole coupling term

m:—fﬁdm&m

where J_"(x) = i%wf(x)ﬁgllv(x) is the paramagnetic electron current operator. Unlike STM or
neutron scattering, this is a strongly coupled interaction, and the assumption that we can use the
Golden Rule to relate the absorption to a correlation function is on much shakier ground. ARPES
spectroscopy involves the absorption of a photon, and the emission of a photo-electron from the
material. The interpretation of ARPES spectra is based on the “sudden approximation”, whereby it
is assumed that the dipole matrix element between the intial and final states has a slow dependence
on the incoming photon energy and momentum, so that the matrix element is i.e

.

@ k+dl - - AL q) ~ g, 2)(ckold)
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On the assumption that A is weakly energy and momentum dependent, we are able to directly relate
the absorption intensity to the spectral density beneath the Fermi energy,

Y in e out

Larpes (K, ) < f(-w)A(K, —w)

(10.40)

The appearance of the Fermi function masks states above the Fermi energy, and sometimes causes
problems for the interpretation of ARPES spectra near the Fermi energy - particularly for the es-
timation of anisotropic, superconducting gaps. There is a large caveat to go with this equation:
when photo-electrons escape from a surface, the component of their momentum perpendicular to
the surface is modified by interactions with the surface. Consequently, ARPES spectroscopy can not
resolve the momenta of the spectral function perpendicular to the surface. The other consideration
about ARPES, is that it is essentially a surface probe - X-ray radiation has only the smallest ability
to penetrate samples, so that the information obtained by these methods provides strictly a surface
probe of the system.

In recent years, tremendous strides in the resolution of ARPES have taken place, in large part
because of the interest in probing the electron spectrum of the quasi- two-dimensional cuprate super-
conductors. These methods have, for example, played an important role in exhibiting the anisotropic
d-wave gap of these materials.

Inverse photo-electron spectroscopy probes the spectral function above the Fermi energy. At
present, angle resolved IPES is not a as well developed, and most IPES work involves unresolved
momenta, i.e

ein Y out

Liprs(@) & Y [1 = f@)]AK,©)

k
(10.41)

In certain materials, both PES and IPES spectra are available. A classic example is in the spec-
troscopy of mixed valent cerium compounds. In these materials, the Ce atoms have a singly occu-
pied f-level, in the 4f! configuration. PES spectroscopy is able to resolve the energy for the hole
excitation

A4fy —» 40+ e,
where Ey is the energy of a single occupied 4f level. By contrast, inverse PES reveals the energy to
add an electron to the 4f! state,

AE; = —Ey

e +4fi »4f%  AEp=E;+U

where U is the size of the Coulomb interaction between two electrons in an f-state. By comparing
these two absorption energies, it is possible to determine the size of the Coulomb interaction energy
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10.8 Spin Spectroscopy

10.8.1 D.C. magnetic susceptibility

If one measures the static D. C. magnetization of a medium, one is measuring the magnetic response
at zero wavevector q = 0 and zero frequency w = 0. By the Kramer’s Kronig relation encountered

in (10.12), we know that
B fdw)(”(q =0,w)
Xpc= | —————
b W
So the static magnetic susceptibility is an economy-class measurement of the magnetic fluctuation
power spectrum at zero wavevector. Indeed, this link between the two measurements sometimes
provides an important consistency check of neutron scattering experiments.
In static susceptibility measurements, there are two important limiting classes of behavior, Pauli
paramagnetism, in which the susceptibility is derived from the polarization of a Fermi surface, and
is weakly temperature dependent,

2

u
x ~ =2 ~ constant.
€F

(Pauli paramagnetism)

and Curie paramagnetism, produced by unpaired electrons localized inside atoms, commonly known
as “local moments”. where the magnetic susceptibilty is inversely proportional to the temperature,
or more generally

Meyy
et N
2,2 s
+1 1
x(T) ~ n; {%(1)) X T (local moment paramagnetism)

where n; is the concentration of local moments and Mff g is the effective moment produced by a
moment of total angular momentum j, with gyromagnetic ratio, g. 7* is a measure of the interaction
between local moments. For Ferromagnets, 7% = —T,. < 0, and ferromagnetic magnetic order sets
inat T = T, where the uniform magnetic susceptibility diverges. For antiferromagnetis, 7% > 0

gives a measure of the strength of interaction between the local moments.

10.8.2 Neutron scattering

Neutrons interact weakly with matter, so that unlike electrons or photons, they provide an ideal
probe of the bulk properties of matter. Neutrons interact with atomic nucleii via an interaction of
the form

A =a f dxp yOWN (D)p(x),

where p(x) is the density of nucleii and yy(x) is the field of the neutrons. This interaction produces
unpolarized scattering of the neutrons, with an inelastic scattering cross-section of the form (see
example below),

&5 B Q((rmN)z S(q,E)
dQdE ~ k; \2nh2 27
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where S (q, E) is the autocorrelation function of nuclear density fluctuations in the medium. Where
do these come from? They are of course produced by phonons in the crystal. The neutrons transfer
energy to the nucleii by exciting phonons, and we expect that

S(q, E) ~ (1 + np(E)(E — hwq)

where wq, is the phonon dispersion spectrum inside the medium.

The second important interaction between neutrons and matter, is produced by the interaction
between the nuclear moment and the magnetic fields inside the material. The magnetic moment of
the neutron is given by

.
.

loa
M:VﬂNE

where y = —1.91 is the gyromagnetic ratio of the neutron and uy = % is the neutron Bohr

magneton. The interaction with the fields inside the material is then given by

A = ”‘7” f &y NP () - B,

The magnetic field inside matter is produced by two sources- the dipole field generated by the
electron spins, and the orbital field produced by the motion of electrons. We will only discuss the
spin component here. The dipole magnetic field produced by spins is given by

B(x) = fd%c'!(x -x')-M(x)

where A7I(x) = ﬂBM(x)&t//(X) is the electron spin density and

R VR 208 .
Vx) = V><V><(4”|X|)

We can readily Fourier transform this expression, by making the replacements

1 1

@ - ? (10.42)

6—)1'@',

so that in Fourier space,

1
[K(Cl)]ab Ho [Cfx gx (;)] =0 [§ % X1y,

ab
Pab(§)

f“‘”’\,\‘*:\
= Ho [Sab = Gap] - (10.43)

The only effect of the complicated dipole interaction, is to remove the component of the spin parallel
to the g-vector. The interaction between the neutron and electron spin density is simply written

H =g fO'N(—q)f(fl) -Se(@), 8 = HOYHNHB
q
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Apart from the projector term, this is essentially, a “point interaction” between the neutron and

electron spin density. Using this result, we can easily generalize our earlier expression for the Carrying out the Matsubara summation, we obtain

nuclear differential scattering to the case of unpolarized neutron scattering by replacing @ — g, and o) - a? dE' 1+ n(E") = fiq Ao
identifyi D) =« — ,
identifying “ g T 22— (Exq+E’) %'

§.(q, E) = Pap(@)S (g, E)

as the projection of the spin-spin correlation function perpendicular to the g-vector. For unpolarized
neutrons, the differential scattering cross-section is then

where Ey is the kinetic energy of the neutron and the Fermi function fi of the neutron can be
ultimately set to zero (there is no Fermi sea of neutrons), fx — 0, so that

S(Q.E)
$LF kr 5 > ((dE’ 1 ————
=—r:S (q. E 2(k,z) = f—7(1+n(E’)) "(q,E")
dOdE " %@ B oy 7 2= (Brq + EY) ¥y
where From the imaginary part of the self-energy, we deduce that the lifetime 7 of the neutron is given
s by
gmy\ _ Y Ko\ € 1 2 222
ro = (=—%|==|7—]— —=—-ImX(k,Ex—i6) = — | S(k-K,Ex—Ew
0 (Znhz) 2(4ﬂ)m T hm( k= i0) hﬁ,( k=B
e,
= (%) Cg; (10.44) where we have changed the momentum integration variable from q to k’ = k — q. Splitting the
mc

momentum integration up into an integral over solid angle and an integral over energy, we have

mykp\ oo,
= | [ZL)aEda
L= [ (G

from which we deduce that the mean-free path [ of the neutron is given by

is, apart from the prefactor, the classical radius of the electron.

Example 10.2: Calculate, in the imaginary time formalism, the self-energy of a neutron inter-
acting with matter and use this to compute the differential scattering cross-section. Assume the 1 = 1.1 2Im2(Kk, Ex — i6) = f A dEy X

ky (amN
interaction between the neutron and matter is given by I vt vy

2
¢ (5] s

where q = k — Kk’ and E = Ex — Ex and vy = hik;/my is the incoming neutron velocity.

iy =a [ @50 ) ‘ . . ‘
v Yo Normally we write [ = 1/(n;o) , where o is the cross-section of each scatterer and n; is the
concentration of scattering centers. Suppose & = n;o is the scattering cross-section per unit

where () is the neutron field and p(x) is the density of nuclear matter. i, i G- = 1/, 5o i Halltenss ises

Solution: 1 Ky [amy 2

‘We begin by noting that the the real-space self-energy of the neutron is given by 7= EZI m2(k, E — i) = fdgk’dEk’ 2 A (27rh2) S(q, E)]
S(x-x)= az<6p(x)6p(x')>§(x - x') from which we may identify the differential scattering cross-section as

where (6p(x)dp(x’)) = y(x —x’) is the real-time density response function of the nuclear matter. fiato _ lz (amN )2 S(@.E)

(Note that the minus sign in —a? associated with the vertices is absent because the propaga- dQdE ~ ki \2xh? 4

tor used here (§p(x)dp(0)) contains no minus sign pre-factor. ) If we Fourier transform this
expression, we obtain

2
(03
W o= Zq: Gk - q)x(q) 10.83 NMR

= o f T Gk-x@ (10.45) Knight Shift K
q

ivy

Nuclear Magnetic resonance, or “Magnetic resonance imaging” (MRI), as it is more commonly
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referred to in medical usage, is the use of nuclear magnetic absorption lines to probe the local spin

environment in a material. The basic idea, is that the Zeeman interaction of a nuclear spin in a

magnetic field gives rise to a resonant absorption line in the microwave domain. The interaction of

the nucleus with surrounding spins and orbital moments produces a “Knight shift” this line and it

also broadens the line, giving it a width that is associated with the nuclear spin relaxation rate 1/7’.
The basic Hamiltonian describing a nuclear spin is

H = —pnjé-lii-fihf

where I is the nuclear spin, iy, is the nuclear magnetic moment. The term H,y describes the “hyper-
fine” interaction between the nuclear spin and surrounding spin degrees of freedom. The hyperfine
interaction between a nucleus at site 7 and the nearby spins can be written

Hyy = —i;'ghf(i)
Bus) = A, -Si+A

~—contact —orbital

Lt Y A=) S; (10.46)

i

where Bj,¢(i) is an effective field induced by the hyperfine couplings. The three terms in this Hamil-
tonian are derived from a local contact interaction, with s-electrons at the same site, an orbital in-
teraction, and lastly, a transfered hyperfine interaction with spins at neighboring sites. The various
tensors A are not generally isotropic, but for pedagogical purposes, let us ignore the anisotropy.

The Knight shift - the shift in the magnetic resonance line, is basically the expectation value of
the hyperfine field B,y In a magnetic field, the electronic spins inside the material become polarized,
with (S ;) ~ yB, where y is the magnetic susceptibility, so in the simplest situation, the Knight shift
is simply a measure of the local magnetic susceptibility of the medium. n turn, a measure of the
electron density of states (N(¢)), thermally averaged around the Fermi energy, so

K ~ Byy ~ xB ~ (N(e))B.

One of the classic indications of the development of a gap in the electron excitation spectrum of
an electronic system, is the sudden reduction in the Knight shift. In more complex systems, where
there are different spin sites, the dependence of the Knight shift can depart from the global spin
susceptibility.

Another application of the Knight shift, is as a method to detect magnetic, or antiferromagnetic
order. If the electrons inside a metal develop magnetic order, then this produces a large, field-
independent Knight shift that can be directly related to the size of the ordered magnetic moment

K~ (S1ocal?
Unlike neutron scattering, NMR is able to distinguish between homogeneous and inhomogeneous
magnetic order.
Relaxation rate 1/7
The second aspect to NMR, is the broadening of the nuclear resonance. If we ignore all but the
contact interaction, then the spin-flip decay rate of the local spin is determined by the Golden Rule,
1 2
— =P S, ()

- contact’
T h w=wyn
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where wy is the nuclear resonance frequency and
Si(w) = f[l +np(w)] x{_(q,w)
q
dq 1,
~ —— s 10.47
G o -@ @ (10.47)

28, 2011

at frequencies w ~ wy, so for a contact interaction, the net nuclear relaxation rate is then
1 21, ., &g 1
TT = f’ Acomaci xT (27T)3 a/\/:—(qvw)

In a classical metal, y"'(w)/w ~ N(0)? is determined by the square of the density of states. This
leads to an NMR relaxation rate

w=wN

kgT
2
€F

TL o TN(O)2 ~ Korringa relaxation

1

This linear dependence of the nuclear relaxation rate on temperature is name a “Korringa relaxation”
law, after the Japanese theorist who first discovered it. Korringa relaxation occurs because the Pauli
principle allows only a fraction fraction TN(0) ~ T'/€r of the electrons to relax the nuclear moment.
In a more general Fermi system, the NMR relaxation rate is determined by the thermally averaged
square density of states.

Loy f(—M)N(w)z ~T X [N(w ~ kgT))?
T1 dw

In a wide class of anisotropic superconductors with lines of nodes along the Fermi surface, the
density of states is a linear function of energy. One of the classic signatures of these line nodes
across the Fermi surface is then a cubic dependence of 1/7'; on the temperature

1
line nodes in gap = N(e€) « €, = o T3
1

In cases where the transferred hyperfine couplings are important, the non-locality introduces a

~ik-R;

momentum dependence into A(k) = 3z A(R’j)e these couplings. In this case,

1 21 d*q 51
—=—IxT A(Q)*—x"
nonl % f(27r)3 @ x V(g )

w=wy

These momentum dependences can lead to radically different temperature dependences in the
relaxation rate at different sites. One of the classic examples of this behavior occurs in the normal
state of the high temperature superconductors. The active physics of these materials takes place in
quasi-two dimensional layers of copper oxide, and the NMR relaxation rate can be measured at both
the oxygen (0'7) and copper sites.

1 1
(—) ~ constant, (—) ~ T,
Tl Cu Tl o
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The appearance of two qualitatively different relaxation rates is surprising, because the physics of
the copper-oxide layers is thought to be described by a single-band model, with a single Fermi
surface that can be seen in ARPES measurements. Why then are there two relaxation rates?

One explanation for this behavior has been advanced by Mila and Rice, who argue that there
is indeed a single spin fluid, located at the copper sites. They noticed that whereas the copper
relaxation involves spins at the same site, so that

Acu(q) ~ constant,

the spin relaxation rate on the oxygen sites involves a transfered hyperfine coupling between the
oxygen p, or py orbitals and the neigboring copper spins. The odd-parity of a p, or p, orbital
means that the corresponding form factors have the form

Ap,(q) ~ sin(gra/2).

Now high temperature superconductors are doped insulators. In the insulating state, cuprate
superconductors are “Mott insulators”, in which the spins on the Copper sites are antiferromagnet-
ically ordered. In the doped metallic state, the spin fluctuations on the copper sites still contain
strong antiferromagnetic correlations, and they are strongly peaked around 0o ~ (n/a,n/a), where
a is the unit cell size. But this is precisely the point in momentum space where the transfered hy-
perfine couplings for the Oxygen sites vanish. The absence of the Korringa relaxation at the cupper
sites is then taken as a sign that the copper relaxation rate is driven by strong antiferromagnetic spin
fluctuations which do not couple to oxygen nucleii.

109 Electron Transport spectroscopy

10.9.1 Resistivity and the transport relaxation rate

One of the remarkable things about electron transport, is that one of the simplest possible measure-
ments - the measurement of electrical resistivity, requires quite a sophisticated understanding of
the interaction between matter and radiation for its microscopic understanding. We shall cover this
relationship in more detail in the next chapter, however, at basic level, DC electrical resistivity can
be interpreted in terms of the basic Drude formula

nez

g = Tir
m

where 1/t is the transport relaxation rate. In Drude theory, the electron scattering rate 7. is related
to the electron mean-free path / via the relation

l=vpT

where vp is the Fermi velocity. We need to sharpen this understanding, for 1/7; is not the actual
electron scattering rate, it is the rate at which currents decay in the material. For example, if we
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consider impurity scattering of electrons with a scattering amplitude u(f) which depends on the
scattering angle 6, the electron scattering rate is

% = 27m;N(0)|u(0)

where

1 \
@) = f @mwnz.
-1

denotes the angular average of the scattering rate. However, as we shall see shortly, the transport
scattering rate which governs the decay of electrical current contains an extra weighting factor:

Ti = 2 NOu@)P(1 = cos 6)
tr ] )
WOP( —cos) = fdcgsg\u(é‘)lz(l—cose). (10.48)
-1

The angular weighting factor (1 — cos ) derives from the fact that the change in the current carried
by an electron upon scattering through an angle 6e is evp(1 —cos ). In other words, only large angle
scattering causes current decay. For impurity scattering, this distinction is not very important but in
systems where the scattering is concentrated near g = 0, such as scattering off ferromagnetic spin
fluctuations, the (1 — cos 6) term substantially reduces the effectiveness of scattering as a source of
resistance.

At zero temperature, the electron scattering is purely elastic, and the zero temperature resistance
Ry is then a measure of the elastic scattering rate off impurities. At finite temperatures, electrons
also experience inelastic scattering, which can be strongly temperature dependent. One of the most
important diagnostic quantities to characterize the quality of a metal is the resistance ratio - the ratio
of resistance at room temperature to the resistance at absolute zero

R(300K)

RR = Resistance Ratio = ————
R(0)

The higher this ratio, the lower the amount of impurities and the higher the quality of sample. Hard-
ware quality copper piping already has a resistance ratio of order a thousand! A high resistance
ratio is vital for the observation of properties which depend on the coherent balistic motion of Bloch
waves, such as de-Haas van Alphen oscillations or the development of anisotropic superconductiv-
ity, which is ultra-sensitive to impurity scattering.

With the small caveat of distinction between transport and scattering relaxation rates, the tem-
perature dependent resistivity is an excellent diagnostic tool for understanding the inelastic scatter-
ing rates of electrons:

m 1
=2 (r,,m)

There are three classic dependences that you should be familiar with:
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o Electron phonon scattering above the Debye temperature

L = 27T/lkBT
r

Linear resistivity is produced by electron-phonon scattering at temperatures above the Debye
temperature, where the coefficient A is the electron-phonon coupling constant defined in the
previous chapter. In practice, this type of scattering always tends to saturate once the electron
mean-free path starts to become comparable with the electron wavelength. It is this type of
scattering that is responsible for the weak linear temperature dependence of resistivity in many
metals. A note of caution - for linear resistivity does not necessarily imply electron phonon
scattering! The most well-known example of linear resitivity occurs in the normal state of the
cuprate superconductors, but here the resistance does not saturate at high temperatures, and
the scattering mechanism is almost certainly a consequence of electron-electron scattering.

o Electron-electron or Baber scattering

Lo TIUN©)PNO) (kT
T R
where

TN ) (4% "2

[UN(O)]> = N(0) szr Uk = K)I*(1 = cos(6k k)

is the weighted average of the electron-electron interaction U(q). This quadratic temperature

dependence of the inelastic scattering rate can be derived from the Golden rule scattering rate
1 4n

— == 3 U&= KR = cos )1 = fir)(1 = fior) fiosiex8(ewe + et = éxer)

Tir h K k"

where the 47 = 2 X 2r prefactor is derived from the sum over internal spin indices If we ne-

glect the momentum dependence of the scattering amplitude, then this quantity is determined

entirely by the three-particle phase space

1
- « fde'df"(l = fENA = fe€Nf(-€ =€)

Tir )
1 1 1 bs
— 2 _ 2
=T fdxdy(l — e‘X)(l — e‘«")(l — e_(xﬂ)) =7 T (10.49)

In practice, this type of resistivity is only easily observed in strongly interacting electron
materials, where it is generally seen to develop at low temperatures when a Landau Fermi
liquid develops. The 77 resistivity is a classic hallmark of Fermi liquid behavior.

¢ Kondo spin-flip scattering
In metals containing a dilute concentration of magnetic impurities, the spin-flip scattering
generated by the impurities gives rise to a temperature dependent scattering rate of the form

1 1
— ~n
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where Tk is the “Kondo temperature”, which characterizes the characteristic spin fluctuation
rate of magnetic impurity. This scattering is unusual, because it becomes stronger at lower
temperatures, giving rise to a *“ resistance minimum” in the resistivity.

In heavy electron materials, the Kondo spin-flip scattering is seen at high temperatures, but once a
coherent Fermi liquid is formed, the resistivity drops down again at low temperatures, ultimately
following a 72 behavior.

10.9.2 Optical conductivity

Probing the electrical properties of matter at finite frequencies requires the use of optical spec-
troscopy. In principle, optical spectroscopy provides a direct probe of the frequency dependent
conductivity inside a conductor. The frequency dependent conductivity is defined by the relation

Jw) = c(WEw)

Modern optical conductivity measurements can be made from frequencies in the infra -red of order
w ~ 10cm™" ~ 1meV up to frequencies in the optical, of order 50,000cm ™" ~ 5¢V. The most direct
way of obtaining the optical conductivity is from the reflectivity, which is given by

1l -n(w) 1- Ve(w)

rw) = L+nw) 1+ Ve@)

B

where n(w) = Ve(w) is the diffractive index and e(w) is the frequency dependent dielectric constant.
Now €(w) = 1 + y(w) where y(w) is the frequency dependent dielectric susceptibility. Now since
the polarization P(w) = y(w)E(w), and since the current is given by j = 9,P, it follows that j(w) =
—iwP(w) = —iwy(w)E(w), so that y(w) = o(w)/(—iw) and hence

e(w)=1+ M
—iw

Thus in principle, knowledge of the complex reflectivity determines the opical conductivity.

In the simplest measurements, it is only possible to measure the intensity of reflected radiation,
giving |r(w)[>. More sophisticated “ elipsometry” techniques which measure the reflectivity as a
function of angle and polarization, are able to provide both the amplitude and phase of the reflectiv-
ity, but here we shall discuss the simplest case where only the amplitude |r(w)| is available. In this
situation, experimentalists use the “Kramers’ Kronig” relationship which determines the imaginary
part o (w) of the optical conductivity in terms of the real part, o (w), (Appendix A)

~ dw oi(@)

or(w) = w
) T wZ — LU'Z

This is a very general relationship that relies on the retarded nature of the optical response. In
principle, this uniquely determines the dielectric function and reflectivity. However, since the range
of measurement is limited below about 5¢V, an assumption has to be made about the high frequency
behavior of the optical conductivity where normally, a Lorentzian form is assumed.
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With these provisos, it becomes possible to invert the frequency dependent reflectivity in terms
of the frequency dependent conductivity. We shall return in the next chapter for a consideration of
the detailed relationship between the optical conductivity and the microscopic correlation functions.
We will see shortly that the interaction of an electromagnetic field with matter involves the trans-
verse vector potential, which couples to the currents in the material without changing the charge
density. The optical conductivity can be related to the following response function

1 2
o(@) = — [K - () j(~w))
—lw m

This expression contains two parts - a leading diamagnetic part, which describes the high frequency,
short-time response of the medium to the vector potential, and a second, “paramagnetic” part, which
describes the slow recovery of the current towards zero. We have used the shorthand

(jw)j(-w)) =i fo did’x{[ jx, ), jO) e

to denote the retarded response function for the “paramagnetic” part of the electron current density
JO) = =i V().

10.9.3 The f-sum rule.

One of the most valuable relations for the analysis of optical conductivity data, is the so-called
“f-sum rule”, according to which the total integrated weight under the conductivity spectrum is
constrained to equal the plasma frequency of the medium,

00 2
fo %“’a(w) = % = wle (10.50)

where n is the density of electronic charge and wp is the Plasma frequency. To understand this
relation, suppose we apply a sudden pulse of electric field to a conductor

E(t) = Egd(t), (10.51)
then immediately after the pulse, the net drift velocity of the electrons is changed to v = eEq/m, so
the instantaneous charge current after the field pulse is

ne?
J(0") = nev = —Ey, (10.52)
m

where n is the density of carriers. After the current pulse, the electric current will decay. For
example, in the Drude theory, there is a single current relaxation time rate 7, so that

2
j = e, (10.53)
m
and thus 5
ot -1y = 2 et (10.54)
m
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(@

and by Fourier transforming we deduce that

00 2
o(w) = f did“ o (1) = 5% (10.55)
X -

m T, —iw

Actually, the f-sum rule does not depend on the detailed form of the curent relaxation. Using the
instantaneous response in (10.52) we obtain

© dw - 2
J(t = 0%) = E,o(t = 0%) = Eof %e“'o (W) = %Eg (10.56)

is a consequence of Newton’s law. It follows that (independently of how the current subsequently
decays),

* dw ne?
f 70(«;) == QW) (10.57)
0

where we have identified eowf, = ”7"2 with the plasma frequency w,, of the gas. This relationship is
called the f-sum rule, and it is important because it holds, independently of the details of how the
current decays.

The important point about the f-sum rule, is that in principle, the total weight under the optical
spectrum, is a constant, providing one integrates up to a high-enough energy. When the temperature
changes however, it is possible for the spectral weight to redistribute. In a simple metal, the optical
conductivity forms a simple “Drude peak” - Lorentzian of width 1/, around zero frequency. In a
semi-conductor, the weight inside this peak decays as ¢=/T, where A is the semi-conducting gap.
In a simple insulator, the balance of spectral weight must then reappear at energies above the direct
gap energy A,. By contrast, in a superconductor, the formation of a superconducting condensate
causes the spectral weight in the optical conductivity to collapse into a delta-function peak.

) ©)

INSULATOR

SUPERCONDUCTOR

Figure 10.3: The f-sum rule. Illustrating (a ) the spectral weight transfer down to the condensate in
a superconductor (b) the Drude weight in a simple metal and (c) The spectral weight transfer up to
the conduction band in an insulator. )
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Appendix A: Kramer’s Kronig relation

The Kramer’s Kronig relation applies to any retarded linear response function, but we shall
derive it here in special reference to the conductivity. In time, the current and electric field are
related by the retarded response function

Jjn = f dt'o(t - t")E(") (10.58)

which becomes j(w) = o(w)E(w) in Fourier space, where o(w) is the Fourier transform of the
real-time response function o<(f — t')

o(w) = f b dte™ o (p).
0

This function can be analytically extended into the upper-half complex plain ,
o) = o(x +iy) = f dre™o(t) = . f die™ "o (r).
0 0

So long as z lies above the real axis, the real part —yr of the exponent is negative, guaranteeing that
the integral o(z) is both convergent and analytic. Provided Imz, > 0, then the conductivity can be
written down using Cauchy’s theorem

dz o(2)

o(z0) = Pyt
o 2miz -2,

where C’ runs anti-clockwise around the point zg. By distorting the contour onto the real axis, and
neglecting the contour at infinity, it follows that
* dw' o)

o 27 W — 20

o(z0) =

Taking zo = w + i0, and writing o(w + i0) = o(w) + io2(w) on the real axis, we arrive at the
“Kramer’s Kronig” relations

* dw o(w) *dw ()
o(w) = —f =wf _——

o 2T W —w T w?—w?

f“’ do' op(0') [ dw w'oa(w)
o 2T W —w  Jy T ow?—-w?

o1 (w) (10.59)

10.10 Exercises
1. Spectral decomposition. The dynamic spin susceptibility of a magnetic system, is defined as
x(q, 11 = 12) = K[ST(q, 11), S (=g, )] > 6(t; = 12) (10.60)
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where S*(q) = S (q) + iS ,(q) are the spin raising and lowering operators at wavevector q, i.e
S*(q) = f dPeXgE(x) (10.61)

so that S7(q) = [S*(~q)]". The dynamic spin susceptibility determines the response of the magneti-
zation at wavevector ( in response to an applied magnetic field at this wavevector

M@0 = G [ dr s =80, (10.62)
(i)Make a spectral decomposition, and show that
X(q.1) = i0() f d7w)(”(q, w)e! (10.63)
where y”'(q, w) ( often called the “power-spectrum” of spin fluctuations) is given by
X'(@,0) = (1= ) 3" e PEDLS (~q))Prolw - (E; — En) (10.64)

AL

and F is the Free energy.

(ii)Fourier transform the above result to obtain a simple integral transform which relates y(q, w) and
X" (q, w). The correct result is a “Kramers Kronig” transformation.

(iii)In neutron scattering experiments, the inelastic scattering cross-section is directly proportional to
a spectral function called S (q, w),

2

diZTU;U o S(q, w) (10.65)
where S (q, w) is the Fourier transform of a correlation function:
S(q,w) = f " dte(s(q,05" (-4, 0) (10.66)
By carrying out a spectral decomposition, show that
5(g.0) = (1 + n(@)x" (¢, ) (10.67)

This relationship, plus the one you derived in part (i) can be used to completely measure the dynamical
spin susceptibility via inelastic neutron scattering.
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Chapter 11

Electron transport Theory

11.1 Introduction

Resistivity is one of the most basic properties of conductors. Surprisingly, Ohm’s law
V=IR

requires quite a sophisticated understanding of the quantum many body physics for its understand-
ing. In the classical electron gas, the electron current density

J(x) = —nei(x)

is a simple c-number related to the average drift velocity ¥(x) of the negatively charged electron
fluid. This is the basis of the Drude model of electricity, which Paul Drude introduced shortly after
the discovery of the electron. Fortunately, many of the key concepts evolved in the Drude model
extend to the a quantum description of electrons, where J(x) is an operator. To derive the current
operator, we may appeal to the continuity equation, or alternatively, we can take the derivative of
the Hamiltonian with respect to the vector potential,

oH
f=-—=
OA(x)
where )
| a0 N
=@ [%w*m (— in¥ - eA(x)) W) = (U (DU | + Vi
where the Hamiltonian is written out for electrons of charge ¢ = ¢ = —e|]. Now only the Kinetic
term depends on A, s0 that
> ieh © 2\ o
J) = =Sy () V g - (f)Amp(x), (LD
m m

o (2 <\, ) o
where V=35 (V - V) is the symmetrized derivative.
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The discussion we shall follow dates back to pioneering work by Fritz London[1]. London
noticed in connection with his research on superconductivity, that the current operator splits up into
components, which he identified with the paramagnetic and diamagnetic response of the electron
fluid:

Jx) = Jox) + jp(0) (112)
where o
Je) = ==t ¥ ) 113)
and
N 2\
Jp(x) = — (;)A(X)P(X) (11.4)

Although the complete expression for the current density is invariant under gauge transformations
U(x) = Dy (x), Ax) - A - %W)(x) the separate parts are not. However, in a specific gauge,
such as the London or Coulomb gauge, where V-A=0, they do have physical meaning. We shall
identify this last term as the term responsible for the diamagnetic response of a conductor, and the
first term, the “paramagnetic current”, is responsible for the decay of the current a metal.

In a non-interacting system, the current operator commutes with the Kinetic energy operator Hy
and is formally a constant of the motion. In a periodic crystal, electron momentum is replaced by
the lattice momentum Kk, which is, in the absence of lattice vibrations, a constant of the motion, with
the result that the electron current still does not decay. What is the origin of electrical resistance?

There are then two basic sources of current decay inside a conductor:

e Disorder - which destroys the translational invariance of the crystal,

e Interactions - between the electrons and phonons, and between the electrons themselves,
which cause the electron momenta and currents to decay.

The key response function which determines electron current is the conductivity, relating the Fourier
component of current density at frequency w, to the corresponding frequency dependent electric
field,

J) = r(@EW)

‘We should like to understand how to calculate this response function in terms of microscopic corre-
lation functions.

The classical picture of electron conductivity was developed by Paul Drude, shortly after the
discovery of the electron. Although his model was introduced before the advent of quantum me-
chanics, many of the basic concepts he introduced carry over to the quantum theory of conductivity.
Drude introduced the the concept of the electron mean-free path / - the mean distance between
scattering events. The characteristic timescale between scattering events is called the transport scat-
tering time 7. ( We use the “tr” subscript to delineate this quantity from the quasiparticle scattering
time 7, because not all scattering events decay the electric current.) In a Fermi gas, the characteristic
velocity of electrons is the Fermi velocity and the mean-free path and transport scattering time are
related by the simple relation

L= vpTyy
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[
| Area _ ne?
2 : T m
ne !
m vty
o(w) )
Q)

Figure 11.1: (a) Illustrating the diffusion of electrons on length-scales large compared with the
mean-free path /, (b) The Drude frequency dependent conductivity. The short-time behavior of
the current is determined by Newton’s law, which constrains the area under the curve to equal
fda)o—(w) = n%, a relation known as the f-sum rule.

The ratio of the mean-free path to the electron wavelength is the same order of magnitude as the
ratio of the scattering time to the characteristic timescale associated with the Fermi energy 7/er is
determined by the product of the Fermi wavevector and the mean-free path

kel T eny

/11: - 2r h/ep nh

In very pure metals , the mean-free path of Bloch wave electrons / can be tens, even hundreds of
microns, [ ~ 107%m, so that this ratio can become as large as 10* or even 10°. From this perspective,
the rate at which current decays in a good metal is very slow on atomic time-scales.

There are two important aspects to the Drude model:

o the diffusive nature of density fluctuations,
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o the Lorentzian line-shape of the optical conductivity

ne 1
o(w) = ol
m 1, —iw

Drude recognized that on length scales much larger than the mean-free path multiple scattering
events induce diffusion into the electron motion. On large length scales, the current and density will
be related by he diffusion equation, .

Jx) = ~DVp(),

2 . . . . .
where D = %# = %v%.r,,., which together with the continuity equation

gives rise to the diffusion equation
7}
—— +DV*|p=0.
|5+ o7

The response function y(q,v) of the density to small changes in potential must be the Green’s
function for this equation, so that in Fourier space

liv - Dg*lx(q.v) = 1

from which we expect the response function and density-density correlation functions to contain a
diffusive pole

1
— Dg?
The second aspect of the Drude theory concerns the slow decay of current on the typical time-
scale 74, so that in response to an electric field pulse E = E¢d(?), the current decays as

(0p(q,v)op(=q, =) ~ o

—L
jo=e
In the last chapter, we discussed how, from a quantum perspective, this current is made up of two
components, a diamagnetic component

n€2 n€2

Jpia = ——A = —E,, (t>0)
m m

and a paramagnetic part associated with the relax9ation of the electron wavefunction, which grows
to cancel this component,

. neZ —1/7;
Jrara = —Ep(e”™m = 1), t>0)
m
We should now like to see how each of these heuristic features emerges from a microscopic
treatment of the conductivity and charge response functions. To do this, we need to relate the

conductivity to a response fucntion - and this brings us to the Kubo formula.
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11.2 The Kubo Formula

Lets now look again at the form of the current density operator. According to (11.1), it can divided
into two parts
J&) = jp+jp (11.5)

where

~
~
|

—zlfhlﬂf(x) g Y(x) paramagnetic current

m
e N

o = —— deXp(x)A(x) diamagnetic current (11.6)
m

are the “paramagnetic” and “ diamagnetic” parts of the current. The total current operator is in-
variant under gauge transformations ¥(x) — €@y (x), A(x) > A + %Wﬁ(x) and speaking, the two
terms in this expression for the current can’t be separated in a gauge invariant fashion. However, in
a specific gauge. We shall work in the London gauge

= o

V-A=0 “London Gauge” .

In this gauge, the vector potential is completely transverse, G - A = 0. The equations of the
electromagnetic field in the London Gauge are

(%6?—V2)A’<x> = pojx)
C

p()
€

~V2p(x) (11.7)
so that the potential field p(x) is entirely determined by the distribution of charges inside the mate-
rial, and the only independent external dynamic field coupling to the material is the vector potential.
We shall then regard the vector potential as the only external field coupling to the material.

‘We shall now follow Fritz London’s argument for the interpretation of these two terms. Let us
carry out a thought experiment, in which we imagine a toroidal piece of metal, as in Fig. 11.2 in
which a magnetic flux is turned on at r = 0, passing up through the conducting ring, creating a
vector potential around the ring given by A = Ap(t) = £ 0(1), where r is the radius of the ring. The

2nr
Electric field is related to the external vector potential via the relation

L 0A
E=—-—=-Ay
T 00()

soE = —fi:,é(t) is a sudden inductively induced electrical pulse.
Suppose the system is described in the Schrodinger representation by the wavefunction |y(1)),
then the current flowing after time t is given by

2
(Juy = <w<t)|7p|w(t)>—%Aoe(t) (11.8)
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B(t) = Bob(t)

A i(;)) A

y

~— Tty —

Y

Figure 11.2: Schematic diagram to illustrate diamagnetic current pulse produced by a sudden change
of flux through the conducting loop.

where we have assumed that (o(x)) = n is the equilibrium density of electrons in the material. We
see that the second “diamagnetic” term switches on immediately after the pulse. This is nothing
more than the diamagnetic response - the effect of the field induced by Faraday’s effect. What is so
interesting, is that this component of the current remains indefinitely, after the initial step in the flux
through the toroid. But the current must decay! How?

The answer is that the initial “paramagnetic” contribution to the current starts to develop after
the flux is turned on. Once the vector potential is present, the wavefunction [i(?)) starts to evolve,
producing a paramagnetic current that rises and in a regular conductor, ultimately exactly cancels
the time-independent diamagnetic current. From this point of view, the only difference between an
insulator and a metal, is the timescale required for the paramagnetic current to cancel the diamag-
netic component. In an insulator, this time-scale is of order the inverse (direct) gap A,, 7 ~ fi/Ag,
whereas in a metal, it is the transport relaxation time 7 ~ 7.

These arguments were first advanced by Fritz London. He noticed that if, for some unknown
reason the wavefunction of the material could become “rigid”, so that it would not respond to the
applied vector potential. In this special case, the paramagnetic current would never build up, and
one would then have a perfect diamagnet - a superconductor. Lets now look at this in more detail.
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We need to compute
2 2 ne
JED = (plx,0) - w A(x, 1)

Now if we are to compute the response of the current to the applied field, we need to compute
the build up of the paramagnetic part of the current. Here we can use linear response theory. The
coupling of the vector potential to the paramagnetic current is simply — f Bxj(x) - Ax), so the
response of this current is given by

O f Xl KLjp(), fo(xH DA (') (11.9)

In other words, we may write

i = —fdzg(l—z)fm)

0%(1-2)

2
S as(1 = 2) = KL DB 1) (11.10)

The quantity Q(1 — 2) is the “London response” Kernel. In the most general case, this response
is non-local in both space and time. In a metal, this response is non-local over a distance given by
the electron mean-free path [ = vp7,.. In a superconductor the response to the vector potential is
non-local over the “Pippard coherence length”, & = vp/A, where A is the superconducting gap. We
can write the above result in Fourier space as

H9) = -0(@)Alq)
where
ne?
0"%q) = —o" i@, F(-9)

and we have used the cavalier notation,

L@, P-q) = f dx fo di[j*(x, 1), P0)ye T,

Finally, if we write E= —‘Z)—’t‘, or A(g) = %E(q), we deduce that

o = c@Eq Kubo formula

ap 1 af3 1 neZ aff ST
o) = 50" = — -0 - @) Fa) (11.11)

m
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Now in practice, the high velocity of light means that ¢ = v/c¢ << kp is much shorter than an
electronic wavevector, so that in electronic condensed matter physics, we may consider the limit
G =0, writing o(v) = o(§ = 0, v). This is the quantity that is measured in optical conductivity mea-
surements. The D.C. conductivity is given by the zero-frequency limit of the uniform conductivity,
ie.opc = Lty 00 (v).

In a regular conductor, opc is finite, which implies that Q(v = 0) = 0, so that in a conductor

2
(L@, P=qMlg=o = ’%é"/’

We shall see that this identity breaks down in a system with broken gauge invariance - and this is
the origin of superconductivity. In a normal fluid however, we can use this identity to rewrite the
expression for the conductivity as

/—y

1 v
o) = - [— KON, P (11.12)

v'=0

A practical calculation of conductivity depends on our ability to extract this quantity from the
imaginary time response function. We can quickly generalize expression (11.10) to imaginary time,
by replacing i{[A(1), B(2)]) — (T A(1)B(2)), so that in imaginary time,

i o= - f d20(1 - 2)A(2), (1=F,11)

2
01 -2) %5%(1 -2) (T /5 /52 (11.13)

so that in Fourier space, our expression for the optical conductivity is given by

=iy

1 v
o ivy) = - [ <Tf'(v'>f(—v’>>] (11.14)

n =0

where we have used the short-hand notation

(T j(iv) P(=iva)y = jf dre™ (T j*(1) £(0))

11.3 Drude conductivity: diagramatic derivation

In the last section we showed how the fluctuations of the electrical current can be related to the op-
tical conductivity. Let us now see how these fluctuations can be computed using Feynman diagrams
in a disordered electron gas with dispersion ¢ = % First, let us review the Feynman rules. We
shall assume that we have taken the leading order effects of disorder into account in the electron
propagator, denoted by

1

- = e
Gk) = - ——
iwy — €& + ISgNWy 52
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The current operator is j*(g) = ), e%'z,[/*' k-q/20Wk+q/20» Which we denote by the vertex

k(!
>>azef
m

The set of diagrams that represent the current fluctuations can then be written

2
DD
CO

G -9

(11.15)

In the above expansion, we have identified three classes of diagrams. The first diagram, denotes the
simplest contribution to the current fluctuation: we shall see shortly that this is already sufficient
to capture the Drude conductivity. The second set of diagrams represent the leading impurity cor-
rections to the current vertex: these terms take account of the fact that low-angle scattering does
not affect the electric current, and it is these terms that are responsible for the replacement of the
electron scattering rate 7 by the transport relaxation rate 7,-. We shall see that these terms vanish for
isotropicaly scattering impurities, and justifying our neglect of these contributions in our warm-up
calculation of the conductivity.

The last set of diagrams involve crossed impurity scattering lines - we have already encountered
these types of diagrams in passing, and the momentum restrictions associated with crossed diagrams
lead to a reduction factor of order O(ﬁ) ~ 4 or the ratio of the electron wavelength to the mean-free
path. These are the “quantum corrections” to the conductivity. These maximally crossed diagrams
were first investigated by Langer and Neal in 1966, during the early years of research into electron
transport , but it was not until the late 1970’s that they became associated with the physics of electron
localization - more on this later.

Using the Feynman rules, the first contribution to the current fluctuations is given by

iw,
a b= P
i, +1iv, = 2T Z —G(k iw, + 1v,)G(K, iw,) (11.16)
K.iw,
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where the minus sign derives from the fermion loop and the factor of two derives from the sum over
spin components. The difference between the fluctuations at finite and zero frequencies is then

[rmF- v))]”” = 2T Z il [ G(k, iw, + ivy)G(K, iw,) — {ivy, — 0} (11.17)

Kiw,

Now the amplitude at current fluctuations at any one frequency involves electron states far from
the Fermi surface. However, the difference between the current fluctuations at two low frequencies
cancels out most of these contributions, and the only important remaining contributions involve
electrons with near the Fermi surface. This observation means that we can replace the momentum
summation in (11.17) by an energy integral in which the density of states is approximated by a
constant, and the limits are extended to infinity, as follows

Z kKP dnk’dk (" dQy kKB
o m? 2r)? 4 m? ’
Vv2N(O 00
6"ﬁfT()f de[ ] (11.18)
The London Kernel then becomes
2.2
e“veN(0)
B _ aff F
0%y = 2V —— T;x
Poles on opposite side if w} > w; Poles on same side

© 1 1
2 d - j 0
j_‘m € (tw, —e+tsgnw,/2-r)(zw —e+isgnw,/2-r) ( n = )

‘We can now carry out the energy integral by contour methods. We shall assume that v,, > 0. Now,
provided that iw; > 0 and iw, < 0, the first term inside this summation has poles on opposite sides
of the real axis, at € = iw, +i/27 and € = iw, — 1 /27, whereas the second term has poles on the same
side of the real axis. Thus, when we complete the energy integral we only pick up contributions
from the first term. (It doesn’t matter which side of the real axis we complete the contour, but if
we choose the contour to lie on the side where there are no poles in the second term, we are able to
immediately see that this term gives no contribution. ) The result of the integrals is then

2
ne*
m

2.2
2e7v.N(0) 2ni
B (; = 5(1ﬁ% T R
Q* ) 3 o, iva i
2
5&[55% (11.19)
m 1t 4y,

Converting the London Kernel into the optical conductivity,

1 2 1
T Bivy) = —QB(ivy) = 6P
Vi m 1 —i(iv,)
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Finally, analytically continuing onto the real axis, we obtain

1

2

ne
By +i6) = — -
=1

m T

- Transverse conductivity

There are a number of important points to make about this result

e Our result ignores the effects of anisotropic scattering. To obtain these we need to include the

“ladder” vertex corrections, which we will shortly see, replace

1 1 P ——
— — — =2a;N(0)(1 - cos O)|u(0)?,
T Tir

(11.20)

where the (1 — cos6) term takes into account that small angle scattering does not relax the

electrical current.

e Our result ignores localization effects that become important when ﬁ ~ 1. In one or two
dimensions, the effects of these scattering events accumulates at long distances, ultimately

localizing electrons, no matter how weak the impurity scattering.

e Transverse current fluctuations are not diffusive - this is not surprising, since transverse cur-

rent fluctuations do not involve any fluctuation in the charge density.

To improve our calculation, let us now examine the vertex corrections that we have so far ne-
glected. Let us now re-introduce the “ladder” vertex corrections shown in (11.15). We shall write

the current-current correlator as

J@P(-q)=e B
k+q

where the vertex correction is approximated by a sum of ladder diagrams, as follows

We shall re-write the vertex part as a self-consistent Dyson equation, as follows:

351
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eAler =

B+

where ¢ = (0,iv,) and p’ = (p’, iw,). The equation for the vertex part is then

RN v) = e+ Y (= FOPGE iw)GE ' i) Awr, viev.
&

(11.23)

(11.24)

Assuming that the vertex part only depends on frequencies, and has no momentum dependence, we

may then write

dcos6
A=1+An[f €os |u(6)|20056f

ey, L,
5 P G(p,iwhHG([P', iwy)

(

We can now carry out the integral over 7’ as an energy integral, writing

1 1

i) — €iw, — €

N(O) f deG(e, iw})Ge, iwy) = N(0) f de

where we use the short-hand

1
Oy = Wy + Signw,(=—).
27
Carrying out this integral, we obtain
NO)—— —v, <w, <0
N(O) f deGle, iw))Gle, i) = | TN Ozzer < or <
0 otherwise
so that
71
A=1 +( I)Aev"w,
Vp+ T :
where 77! = 27n;N(0)cos 6lu(6)|? and 0y,.w, = 1if =v, < w, < 0 and zero otherwise, so that
-1
A= “::1%, —Vp <w, <0
1 otherwise
where

=17 =77 = 2mN(0)(1 = cos O)|u(6) .

r

when we now repeat the calculation, we obtain

2 ~
0%(iw,) = o soPT > f de [Ge, iw))G(e, iw,) — (ivy — 0)] Aiwy, ivy)
m . oo
iw,
- LEZS’BTZ i 2”? ] Vn +T_i
m — v, HITT v, + T,
iw,
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2
= E( Vn )6"5 (1127)

m \y, +,!
So making the analytic continuation to real frequencies, we obtain

2
ne 1
ov+id) = — T
m ot —iv

Note that

e We see that transverse current fluctuations decay at a rate 7,,! < 7. By renormalizing 7 — 7,
we take into account the fact that only backwards scattering relaxes the current. 7, and 7, are
only identical in the special case of isotropic scattering. This distinction between scattering
rates becomes particularly marked when the scattering is dominated by low angle scattering,
which contributes to 7~!, but does not contribute to the decay of current fluctuations.

e There is no diffusive pole in the transverse current fluctuations. This is not surprising, since
transverse current fluctuations do not change the charge density.

114 Electron Diffusion

To display the presence of diffusion, we need to examine the density response function. Remember
that a change in density is given by

—eV(g)

——
0p(q)) = Klp(q), p(=q)]) 1u(q)

where V is the change in the electrical potential and

i[p(q). p(—q)]) = f dxdti([p(x, 1), p(0)]ye 45+

We shall calculate this using the same set of ladder diagrams, but now using the charge vertex.
Working with Matsubara frequencies, we have

k+q
©+‘ ’ .
k

k+q

(o(q, iv)p(=q, —ivy))

+

(11.28)
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where the current vertex
k k
= + = —eA(k,q).
k+g k+q k'+q (11.29)

2011

Let us now rewrite (11.28) and (11.29) as equations. From (11.28) the density-density response
function is given by

(g v)p(=g,=ivn)) = =2T " Glk + Q)GUOA(k, ).
k

From (11.29), the Dyson equation for the vertex is
Actk,q) =1+n; Z lutk = KWGK + @)GK A ,q) (11.30)
T
For convenience, we will assume point scattering, so that u = up is momentum independent so that
Ac(k, g) only depends on k through its frequency component iw,, so A(k, q) = A(iw,, q)

Acliwy,q) = 1+ Z Gk + @)G(K)Acliwy, q)

4
= 1 +T(iws, QAiwr, q) (11.31)
or
Aclio )—;
D= i, )

where the polarization bubble is given by

niu Z G +)GK')

1
B ”MON(O)f f “iar - (€+ G-Vr)ia,—€ (1132)

(Note the use of the tilde frequencies, as defined in (11.25).) Now if iv,, > 0, then the energy integral
in n(iw,, q) will only give a finite result if —v, < w, < 0. Outside this frequency range, n(iw,, q) = 0
and A, = 1. Inside this frequency range, I1(iw,, g) = I1(¢) is frequency independent, and given by

H(iw,, q)

!/ @2m)
M@ = n uON(O)f 47r iv, + it i+ it 4GV gV

471 1+ vyr—iG-Vpt VT —iq - VFT

(1133)

Now we would like to examine the slow, very long wavelength charge flucations, which means we
are interested in ¢ small compared with the inverse mean-free path, ¢ << [~! = 1/(v¢7), and in
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frequencies that are much smaller than the inverse scattering length v, 7 << 1. This permits us to
expand IT in powers of §. We shall take the first non-zero contribution, which comes in at order ¢>.
With these considerations in mind, we may expand IT as follows

dQ
f (1—Vnr+itf-\7pr+i2(vF-q)272+...)

(g) I

VZT
= (1—%7—%[,2”.4.) (11.34)

where we neglect terms of order O(¢%v,). We may identify the combination v}‘r/ 3 = D in the
second term with the diffusion constant D. Note that had we done this integral in d dimensions, the
“3” in the denominator of the second term above would be replaced by d, but the general form for
the diffusion constant in d dimensions is D = vi‘r/d, so that in any dimension, we obtain

H(q):(l—v,,‘r—qu‘r+...) (11.35)

We then obtain
1

1
Adg)= ——— = ———
D=1T"Tg ~ v+ Dg

(=Va <w, <0). (11.36)
Summarizing then, the long-wavelength, low frequency charge vertex has the form

(=Ival < sgn(vp)w, < 0)

ir”!
Acliwy, q) = Vat+Dg?’
erd 1 otherwise

and thus the dynamic charge correlation function is given by

{p@p(=q)) = = —2N(0)TZ f deG(e, iw])G(€. iw)Acliwr, q)
iw,
k+g (11.37)
Now if we evaluate this quantity at zero frequency, v, = 0, where A, = 1, we obtain the static
susceptibility

|
- S
o 2. (i@, — &)

rk
dw 1 1
- Zf deN (e)f o (”){<w+ e -  (w-i/Cm) - e)z}
—2iA(e,w)
- dw df () 1 B 1
= 2deN(E)f2m' dw {(w+ 0D -6  (w—-i/20) - e)}
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=N(w)
e N
d N
= 2 fdw (—%) fdeﬁA(e, w) =2N(0) unrenormalized (11.38)
w n

so that the static charge susceptibility is unaffected by the disorder. This enables us to write
Pe@p(=9)) = xo- 2TZ fN(E)dE [Gle, iw))G(e, iw)Ac(wr, Vi) = {vy — O}]
W,

Since this intgeral is dominated by contributions near the Fermi energy, we can extend the energy
integral over the whole real axis, replacing

fN(e)ds — N(0) fm de

enabling the energy integral to be carried out by contour methods, whereupon,

o@p(=q)) = Xxo —2TN(0)Z f de [G(e, iw))G(e, iw)Ac(wr, Vi) = {vy — 0}]

Vn 7!
SR e | S +Dq?

where, again, in the last step we have assumed |v,|t << 1. The Matsubara form for the charge
susceptibility is then

Dg?

il + Dg?

Analytically continuing this result, we finally obtain

Xo(d, i) = xi

S Dq*
X@v+i8) = xo (+) (1139)
Dqg* —iv

. Note that:

e Density fluctuations are diffusive. Indeed, we could have anticipated the above form on
heuristic grounds. The solution of the diffusion equation DVZp = % is, in Fourier space,

. 1
p(g.v) = D = @

where p(q) is the Fourier transform of the initial charge distribution. If we require p(g,v =
0) = xoU(q), where U(g) is the Fourier transform of the applied potential, then this implies
(11.39)
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o The order of limits is important, for whereas

lim li V) =
ql_r)r(ljvl_r)r(l))((q V) = X0

which is the response to a static potential of large, but finite wavelength,
lim li V) =0
lim qgrg)x(q v)

which states that the response to a uniform potential of vanishingly small frequency is zero.
The difference in these two response functions is due to the conservation of charge - if one
wants to change the charge density in one place, it can only be done by redistributing the
charge. If one applies a static uniform potential, the charge density does not change.

e We can use these results to deduce the longitudinal conductivity - the current response to
a longitudinal electric field for which G - E # 0. Let ¢(q) be the electric potential, then
0p(q) = x(q)ed(q), so that

Vo=—E(q)

2 i T

0@ = x5 —etle) = —xo s HD)

Dq* - iv Dq* —iv

Dig -
= ———F | Ei 11.40
XO( Dg - l.v) (@ ( )

Now since % = —ivp(q), it follows that
Dvq L
p(q) = exo (27(1) - E(g). (1141)
Dgq* - iv
I _ _

Now by continuity, e3; = ﬁj’(q) =—ig- f(q), where Jis the charge current, so by comparing
with (11.41) we deduce that the longitudinal current is

. 5 iv -»
= D|————= | E(g),
Jjr(@) = e’xo (l.y_ qu) (@
so the longitudinal conductivity contains a diffusive pole

5 v
o = D|\———=|.
TLonG(q) = €xo (iv— qu)

Note also thatat g = 0,0 = ez)(OD, which can be written as the Einstein relation

Einstein Relation
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11.5 Weak Localization

‘We should like to finish our brief introduction to electron transport by touching on the concept of
electron localization. The disorder that has been considered in this chapter is weak and the electron
states we have considered are delocalized. We have remarked on a few occasions that disorder is
like a kind of “attractive” but infinitely retarded interaction, and like other attractive interactions, it
has the capacity to induce new kinds of collective behavior amongst the electrons. Infact, disorder
actually gives rise to collective interference effects within the electron gas, which ultimately lead
to the localization of the electron wavefunction. This idea was first proposed by Anderson in the
late 1950’s, but it took two decades for the idea to gain acceptance in the physics community. Our
modern understanding of electron localization was greatly aided by a conceptual break-through on
this problem made by Thouless who proposed that the resistance of a material, or rather, the inverse
resistance, the conducance G = 1/R is a function of scale. Thouless’s idea, initially proposed for
one dimension, was taken up by the so called “Gang of Four”, Abrahams, Anderson Licciardello
and Ramakrishnan and extended to higher dimensions leading to the modern “scaling theory” of
localization. One of the ideas that emerged from this break-through, is that electron localization
results from the coherent interference between electron waves, which at long-distances ultimately
builds up to produce a disorder-drive metal-insulator transition - a kind of phase transition in which
the order parameter is the conductance. Like all phase transitions, localization is sensitive to the
dimensionality. Whereas in three dimensions, electron localization requires that the disorder exceed
a critical value, in two and one dimension, an arbitrarily small amount of disorder is sufficient
to localize electrons, and the leading order effects of localization can already be seen in weakly
disordered materials. These ideas can all be developed for weakly disordered conductors by a
simple extention of the Feynman diagram methods we have been using.

To develop a rudimentary conceptual understanding of electron localization, we shall follow
a heuristic argument by Altshuler, Aronov, Larkin and Khmelnitskii[??], (see also Bergman [?7?])
who pointed out that weak localization results from the constructive interference between electrons
passing along time-reversed paths. Consider the amplitude for an electron to return to its starting
point. In general, it can do this by passing around a a sequence of scattering sites labelled 1 through
n, as shown in Fig. 11.3, where we identify n = 1 as the same scattering site. The amplitude for
scattering around this loop is

Ap = Ggr(n,n — 1)Gr(n—1,n-2)...Gg(2, 1)

where
d'k 1
Q2 w— e +i6
is the retarded propagator describing the amplitude for an electron of frequency w to propagate be-
tween two sites. Now for each path P, there is a corresponding time-reversed path P. The amplitude
for the same electron to follow P starting at 1 = n, is

Ap = Ggr(1,2)Gg(2,3)...Gr(n—1,n)

eiE-(fl —%)

Gr(¥), %) =

The total propability associated with passage along both paths is given by
P =|Ap+Apl* = |Apl +1ApI" + 2Re[A}Ap]
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Figure 11.3: Scattering of an electron around two time-reversed paths

Now if Ap = /pre! and Ap = /p2¢'* then total probability to scatter back to the starting point
via the two paths,

pror = p1 + p2+2+/pip2cos(da — ¢1).
contains an interference term 2 /p pz cos(¢2—¢1). If the two paths were unrelated, then the impurity
average of interference term would be zero, and we would expect P = p; + py. However! The two
paths are related by time-reversal, so that Ap = Ap, with precisely the same magnitude and phase,
and so the two processes always constructively interfere,

pror =4pi

Without the interference term pror = 2p1, so we see that constructive interference between time-
reversed paths doubles the return probabilty.

This means that an electron that enters into a random medium has an quantum-mechanically
enhanced probability of returning to its starting point - quantum electrons “bounce back” twice as
often as classical electrons in a a random medium! The same phenomenon causes the light from a
car’s headlamps to reflect backwards in a Fog. These effects tend to localize waves - causing light
localization in the case of fog - and electron localization in disordered conductors. We shall see that
the return probability is enhanced in lower dimensions, and in one, or two dimensions, these effects
innevitably lead to the localization of electrons, for arbitrarily small amounts of disorder.

Let us now make a diagramatic identification of these interference terms. The complex conju-
gate of the retarded propagator is the advanced propagator

Gr2-1Lw)'=G2-lLw+i6) =G2-1,w-1i5) == G422 - 1,w)

so the interference term
n-1
AAp = [ | GrGi+ 1, j )G+ 1, js )
j=1
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which is represented by a “ladder diagram” for repeated scattering of electron pairs. The sum

Figure 11.4: n-th order contribution to the “Cooperon”

of all such diagrams is called a “Cooperon”, because of its similarity to the pair susceptibility in
superconductivity. Notice that the lower electron line involves the advanced propagator G4, whereas
the upper involves the retarded propagator Gg. In the Matsubara approach the distinction between
these two propagators is enforced by running a frequency iw; = iw, + iv, along the top line, and a
frequency iw, along the bottom. When v, is analytically continued and ultimately set to zero, this
enforces the distinction betwen the two propagators. Now if we twist the Cooperon around, we see
that it is equivalent to a maximally crossed, or “Langer-Neal” diagram

Figure 11.5: A twisted cooper diagram forms a maximally crossed diagram.

Let us now compute the amplitudes associated with these localization corrections to the con-
ductivity. We begin by denoting the Cooperon by a sum of ladder diagrams

q Kk k k’
Cp=r~~~_ = | o+ o+
_k+q —k+q —K'+
M ? (1142)
C1-Ti(g) '

where
fi(g) = mu§ )" GrOGa(~k + q)
k

where we have denoted Gg(k) = G(K, iw;) and G4(k) = G(K, iw,), implicitly assuming that ;" and
w, are of opposite sign. Now if we look carefully at T, we see that it is identical to the particle hole
bubble IT that we encountered when computing diffusive charge fluctuations in (11.32 ), excepting
that in the hole line has been replaced by a particle line, and in so doing, we replace k+q — -k +q
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in the momentum of the propagator. However, thanks to time-reversal symmetry holds, this this
does not change the value of the polarization bubble, and we conclude that

l:[(q) = (1 —vnT—Dq27+...)
and thus

, 1! 1 1
nitly '3 = 2 a2
Dqg? + vyl 2aN(0)t? Dg? + |v,|

Clg) =
We shall redraw the maximally crossed contributions to the conductivity as follows

++

A Qab

-k+q —k+q -k+q
—k+q -k+q —k+q
k -k+q
= (11.43)
k —k+q
Written out explicitly, this gives
A ab
AT(iv,) = A0”
VVl
26°T _ _ .
= Z VﬁV'ilﬁq [C@GT (GG (=k + @)G™(=k + @) = {ivy, — 0}]
Vn i)
q

At this point, we can simplify the diagram by observing that to extract the most singular, long-
distance effects of localization, we can ignore the smooth ¢ dependence of the conduction electron
lines. By setting ¢ = 0 along the conduction lines, we decouple Ao into a product of two terms

_ e gab
2T 'm0 fdf

22T
Asbiiv) = = ZC(q) ka Vi |G 0XG W)~ (ivy — 0}]
2 d
_ e cab ! d'q ! de 2
= T o f i D + vl J 2x0KO0A(© (11.44)
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The energy integral in the second term yields
de
f LG () = 27,

‘We need to consider the upper and lower bounds to the momentum integral. The upper bound is set
by the condition that Dg* = 7™, the elastic scattering rate. The lower bound is set either by the size
of the system L, in which case g = L™!, or by the inelastic scattering rate Tl.’l . We may define

D
-1 _ -1
T, = max(L2 JTi)
as the inverse time-scale associated with the lower cutoff. The quantity

D
Ep = hﬁ

is called the “Thouless” energy, and corresponds to the energy scale associated with the phase-
coherent diffusion of electrons from one side of the sample, to the other. In an ultra-pure, or small
system, it is this scale that provides the infra-red cut-off to localization effects. We may then write

(D0 gd

(11.45)

AcP(y) = _6ab(ne T) 1 q 1

m ) 2aN(©0) Jpr,y12 (21) Dg* — iv

If we apply a sudden pulse of electric field E = E(d(#), giving rise to a white noise field spectrum,
E(v) = Ey, the current induced by localization effects has a frequency spectrum

(Dr)!/? d"q 1
J) = Ao(ME(W) = Ac(v)Eo « f v i

(Droy 12 (2m)¢ Dg? — iv
In highly phase-coherent systems, the characteristic time scale of the localization back-scattering
response in the current pulse is given by ¢ ~ D/L* which we recongnize as the time for elec-
trons to diffuse across the entire sample. This is a kind of backscattering “echo” produced by the
phase-coherent diffusion of electrons along time-reversed paths that cross the entire sample. The
momentum integral in Ao is strongly dependent on dimensionality. in three and higher dimensions,
this term is finite, so that the weak-localization effects are a perturbation to the Drude conductivity.
However, if the dimension d < 2, this integral becomes divergent, and in a non-interacting system,
it is cut off only by the frequency, or the finite size L of the system. In two dimensions,

f(DT)*I/Z ddq 1
oz, 12 2n)d qu —iv

giving rise to a localization correction to the static conductivity that is

2 1
Ao =) ——— (™)
m | 8m*N(O)D T

mlﬂ( )

(11.46)
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Replacing nt/m — 2N(0)D, we obtain
&2 T 1 (e 70
Ao = —| — |In(— ——|—|In(— 1147
o (27{2) n(‘ro)—> 27r2(h)n(7') ( )

where we have restored 7 into the expression. The quantity gy = % ~ %(kQ)’1 is known as the
universal conductance.
There are a number of interesting consequences of these results

e By replacing 27N(0)D = %kpl, the total conductivity can be written

_ _ 1 To
0'70'0[1 anplln(T)] (11.48)

We see that the quantum-interference correction to the conductivity is of order O(1/(krl)),
justifying their neglect in our earlier calculations.

o If we consider the case where inelastic scattering is negligible, the localization correction to
the conductivity in two dimensions is

1 1
= = — In(——
v ‘T"[ 2nkrl "(Erhr)]
1 ! 1 (L) (11.49)
oo |l — —1In(— :
O T kel N

so that the conductivity drops gradually to zero as the size of the sample increases. The

conductivity becomes of order & at the “localization length”

L.~ 1ekr!

independently of the strength of the interaction. In two dimensions, resistivity and resistance
have the same dimension, so we expect that when the size of the system is equal to the local-
ization length, the resistivity is always of order 10kQ! At longer length-scales, the material
evolves into insulator.

The weak localization corrections are not divergent for dimensions greater than 2, but become
much stronger in dimensions below d = 2. It was this observation that led the the “Gang of
Four”, Abrahams, Anderson, Licciardello and Ramakrishnan, to propose the scaling theory
for localization, in which d, = 2 is the critical dimensionality.

We shall end this section by making a brief remark about the scaling theory of localization.
Stimulated by the results in two dimensions, and earlier work on one dimensional wires, by Thou-
less, Abrahams et al. were led to propose that in any dimension, conductance, or inverse resistance,
G = 1/R could always be normalized to form a dimensionless parameter

G(L)

2

[

g(L) =
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Figure 11.6: The scaling function 5(g) deduced by Abrahams et al. for a non-interacting metal. For
d > 2 there is critical conductance g, which gives rise to a disorder-driven metal-insulator transition.
In d < 2, disorder always gives rise to localization and the formation of an insulator.

which satisfies a one-parameter scaling equation

ding(L)

TinL =p(g)

When this quantity is large, we may use the Drude model, so that g(L) = “274-2 and
B =d=-2), (g = )

is independent of g. When the conductance was small g — 0, on scales longer than the localiza-
tion length L, they argued that g(L) would decay exponentially g(L) ~ ¢~/*<, so that for small
conductance,

Bg) ~—Ing, &—0)

By connecting up these two asymptotic limits, Abrahams et al reasoned that the beta function for
conductance would take the form shown in Fig. 11.6. In dimensions d < 2, the §(g) is always
negative, so the conductance always scales to zero and electrons are always localized. However in
dimensions d > 2, there is a disorder-driven metal-insulator transition at the critical conductance
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g = gc. As the amount of disorder is increased, when the short-distance conductance g passes
below g, the material becomes an insulator in the thermodynamic limit. These heuristic arguments
stimulated the development of a whole new field of research into the collective effects of disorder on
conductors, and the basic results of the scaling theory of localization are well-established in metals
where the effects of interactions between electrons are negligible. Interest in this field continues
actively today, with the surprise discovery in the late 1990s that two dimensional electron gases
formed within heterojunctions appear to exhibit a metal insulator transition - a result that confounds
the one-parameter scaling theory, and is thought in some circles to result from electron-electron
interaction effects.

11.6 Exercises

1. (Alternative derivation of the electrical conductivity. )

In our treatment of the electrical conductivity, we derived

T
T (ivy) = A — Z vih [ G, iw, + v,)G(K. iw,) - Gk, iew,)?|
v,

" Kiw,

This integral was carried out by first integrating over momentum, then integrating over frequency. This
techique is hard to generalize and it is often more convenient to integrate the expression in the opposite
order. This is the topic of this question. Consider the case where

o 1
Gk iw) = iw, — & — X(iw,)

and X(iw,) is any momentum-independent self-energy.

(a) By rewriting the momentum integral as an integral over kinetic energy € and, angle show that
the conductivity can be rewritten as 0*(iv,) = 6 o-(iv,), where
ne 1 [ 5
o(iw,) = —— de T Z [G(E, iw, + 1v,)G(€, iw,) — G(€, iw, ) ] .
n —o0

n vV o

and

. 1
Ge,z) = 2_67_2(2)

(b) Carry out the Matsubara sum in the above expression to obtain
2

o(iw,) = %vlf d%f def(w) [G(e, w + ivy) + G(€, w — ivy)] A€, w),

where A(e, w) = ImG(e, w—i9). (Hint - replace T ), — — f %f(z), and notice that while G(e, z)
has a branch cut along z = w with discontinuity given by G(e, w — i0) — G(€, w + i0) = 2iA(€, w),

while while G(e, z + iv,) has a similar branch cut along z = w — iv,. Wrap the contour around
these branch cuts and evaluate the result).
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(c) Carry out the energy integral in the above expression to obtain
X n? 1 (do .
oliw,) = — f —f(w)
mv, J.o T
X ! - ! (11.50)
vy — (E(w + ivy) — 2w —i0)) v, — Ew +i0) — Z(w — ivy)) | ’

(d) Carry out the analytic continuation in the above expression to finally obtain
2 00
ne
o(v+id) = —f dw
m —c0

—iv+i(Z(w +v/2+i8) — Z(w - v/2 = i5))’

fo=v2) - flw+vd

v

(e) Show that your expression for the optical conductivity can be rewritten in the form

2 co
N [T )

v N w,v) - ivZ(w,v)
where
7w, v) = Im [Z(w — nu/2 — i8) + Z(w + v/2 — i6)]
is the average of the scattering rate at frequencies w + v/2 and
1
Z (w,v) =1 = —Re [Z(w - v/2) — Z(w + v/2)]
v

is a kind of “wavefunction renormalization”.

(11.51)

(11.52)

(11.53)

(f) Show that if the w dependence of Z and 7~! can be neglected, one arrives at the phenomenolog-

ical form
2
ne” 1

m [T"(v) -

o) =

in"(v)J

This form is often used to analyze optical spectra.

<

(g) Show that the zero temperature conductivity is given by the thermal average

2

. ne-t

o(v+id) = —
m

where 77! = 2ImX(0 — i6).
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Chapter 12

Phase Transitions and broken symmetry

12.1 Order parameter concept

The idea that phase transitions involve the development of an order parameter which lowers, or
“breaks” the symmetry is one of the most beautiful ideas of many body physics. In this chapter,
we introduce this new concept, which plays a central role in our understanding of the way complex
systems transform themselves into new states of matter at low temperatures.

Landau introduced the order parameter concept in 1937[1] as a means to quantify the dra-
matic transformation of matter at a phase transition. Examples of such transformations abound:
a snowflake forms when water freezes; iron becomes magnetic when electron spins align into a
single direction; superfluidity and superconductivity develop when quantum fluids are cooled and
bosons or pairs of fermions condense into a single quantum state with a well-defined phase. Phase
transitions can even take place in very fabric of space, and there is very good evidence that we are
living in a broken symmetry universe, which underwent one, or more phase transitions which broke
the degeneracy between the fundamental forces[2], shortly after the big bang. Indeed, when the sun
shines on our faces, we are experiencing the consequences of this broken symmetry. Remarkably,
while the microscopic physics of each case is different, they are unified by a single concept.

Landau’s theory associates each phase transition with the development of an “order parameter”
¢ once the temperature drops below the transition temperature 7T:

W 7{ 0 (T >T,)
"\ ol >0 (T <T,)

The order parameter can be a real or complex number, a vector or a spinor that can, in general, be
related to an n-component real vector ¥(x) = (Y1, ¥ ... ¥,). For example:
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Order parameter | Realization Microscopic origin

m =y Ising ferromagnet (62)
W=+ i Superfluid, Superconductor W), Wiy
M = (1. ¢2.03) | Heisenberg Ferromagnet ()
_[|¥1 + i I <$+>
(I)—( s + it ) Higg’s Field (@37})

Figure 12.1: “Broken symmetry”. The development of crystalline order within a spherical water-
droplet leads to the formation of a snowflake, reducing the symmetry from spherical symmetry, to
six-fold symmetry. (Snowflake picture reproduced with permission from K. G. Librrecht.)

Microscopically, each order parameter is directly related to the expectation value of a quantum
operator. Thus, in an Ising ferromagnet “m = (o,(x))” is the expectation value of the spin density
along a particular anisotropic axis, while in a Heisenberg ferromagnet, the magnetization can point
in any direction, so that the order parameter is a vector pointing in the direction of the spin density
m = ((x)). In a superconductor or superfluid, the order parameter is a complex number related to
the expectation value a bosonic field in the condensate.

The emergence of an order parameter often has dramatic macroscopic consequences in a ma-
terial. In zero gravity, water droplets are perfectly spherical, yet if cooled through their freezing
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Yrv # 0

Ysc # 0

Figure 12.2: (a) In a normal metal, there is no long-range order. (b) Below the Curie temperature
T, of a ferromagnet, electron spins align to develop a ferromagnetic order parameter. The resulting
metal has a finite magnetic moment. (c) Below the transitition temperature of a superconductor,
electrons pair together to develop a superconducting order parameter. The resulting metal exhibits
the Meissner effect, excluding magnetic fields from its interior.

point they form crystals of ice with the classic six-fold symmetry of a snowflake. We say that the
symmetry of the water has “broken the symmetry”, because the symmetry of the ice crystal no
longer enjoys the continuous rotational symmetry of the original water droplet. Equally dramatic
effects occur within quantum fluids. Thus, when a metal develops a ferromagnetic order parameter,
it spontaneously develops an internal magnetic field. By contrast, when a metal develops supercon-
ducting order, it behaves as a perfect diamagnet, and will spontaneously expel magnetic fields from
its interior even when cooled in a magnetic field, giving rise to what is called the “Meissner effect”.

Part of the beauty of Landau theory, is that the precise microscopic expression for the order
parameter is not required to development a theory of the macroscopic consequences of broken sym-
metry. The Ginzburg-Landau theory of superconductivity pre-dated the microscopic theory by seven
years. Landau theory provides a “coarse grained” description of the properties of matter. In general,
the order parameter description is good on length scales larger than

&y = “coherence length”. (12.1)
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On length-scales longer than coherence length, the internal structure of the order parameter is irrel-
evant and it behaves as a smootly varying function that has forgotten about its microscopic origins.
However, physics on scales smaller than & requires a microscopic description. For example, in
a superconductor, the coherence length is a measure of the size of a Cooper pair - a number that
can be hundred or thousands of atom spacings, while in superfluid He — 4, the coherence length is
basically an atom spacing.

12.2 Landau Theory

12.2.1 Field cooling and the development of order

The basic idea of Landau theory, is to write the free energy as a function F[¢] of the order pa-
rameter. To keep things simple, we will begin our discussion with the simpest case when ¢ is a
one-component Ising order parameter representing, for example, the magnetization of an Ising Fer-
romagnet. We begin by considering the meaning of an order parameter, and the relationship of the
the free energy to the microscopic physics.

‘We can always induce the order parameter to develop by cooling in the presence of an external
field h that couples to the order parameter. In general, the inverse dependence of the field on the
order parameter, 4[] will be highly non-linear, but once we know it, we can convert the dependence
of the energy on £ to a function of . Broken symmetry develops if ¢ remains finite once the external
field is removed.

Mathematically, an external field introduces a “source term” into the microscopic Hamiltonian:

H— H- hfd%@(x).

The field & that couples linearly to the order parameter is called the conjugate field. For an magnet,
where y = M is the magnetization, 4 = B is the external magnetic field. For a ferro-electric,
where y = P is the electric polarization, the conjugate field 7 = E is the external electric field.
For many classes of order parameter, such as the pair density of a superconductor, or the staggered
magnetization of an antiferromagnet, although there is no naturally occuring external field that
couples linearly to the order parameter, but the idea of a conjugate field is still a very useful concept.

The free energy of the system in the presence of an external field is a Gibb’s free energy which
takes account of the coupling to the field G[h] = F[¢] — Vyh. G[h] is given by

Glh] = ~ksT In(Z[h]) = ~kgT In (Tr | AH=N[0d0]) (122)

where the partition function Z[A] involves the trace over the many body system. If we differentiate
(12.2) with respect to i we recover the expectation value of the induced order parameter y/[h] = ()

1 et Fudbe A 1 8G1h]
= BHh [ vd*x) =7

w(h, V) 7 h]Tr [e |//(x)] T (12.3)

It follows that —6G = YV h.
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In a finite system, the order parameter will generally disappear once we remove the finite field.
For example, if we take a molecular spin cluster and field-cool it below its bulk Curie temperature
it will develop a finite magnetization. However, once we remove the external field, thermal fluc-
tuations will generate domains with reversed order. Each time a domain wall crosses the system,
the magnetization reverses, so that on long enough time scales, the magnetization will average to
zero. But as the size of the system grows beyond the nano-scale, two things will happen - first in-
finitesimal fields will prevent the thermal excitation of macroscopic domains - and second - even in
a truly zero field, the probability to form these large domains becomes astronomically small. (See
example Ex. 12.2.1) In this way, broken symmetry “freezes into” the system and becomes stable in
the thermodynamic limit.

From this line of reasoning, it becomes clear that the development of a thermally stable order
parameter requires that we take the thermodynamic limit V' — co before we remove the external
field. When we “field cool” an infinitely large system below a second-order phase transition, the
order parameter remains after the external field is removed. The equilibrium order parameter is then
defined as

o=l fim V0,
To obtain the Landau function, F[i/], must write G[/] in terms of ¢ and then,

ogGlh]
Fly] = Glhl + Viy = Glh] - hW'

This expression for F[y] is a Legendre transformation of G[h]. Since 6G = —Vyoh, 6F = 6G +
Vo(hy) = Vhéy, so the inverse transformation is 7 = y-1 g—g. If h =0, then

_9F _
v
which states the intuitively obvious fact that when & = 0, the equilibrium value of ¢ is determined
by a stationary point of F[y].

hvV 0

Example 12.1: Consider a cubic nanomagnet of N = L* Ising spins interacting via a nearest
neighbor ferromagnetic interaction of strength J. Suppose the dynamics can be approximated
by Monte Carlo dynamics, in which each spin is “updated” after a a time 7o. At 7 = 2J, (the
bulk T, = 4.52J) estimate the time, in units of 7 required to form a domain that will cross
the entire sample. If 7y = Ins, estimate the minimum size L for the decay time of the total
magnetization to become comparable with the time span of a Ph. D. degree.

Solution: To form a domain wall of area A ~ L? costs an free energy AF ~ 2JL?, occuring with
probability p ~ e=®F/T)_ The time required for formation may be estimated to be

3
T~Top !l ~ Te?lE /T,

where the most important aspect of the estimate, is that the exponent grows with L>. Our
naive estimate does not take into account the configurational entropy (the number of ways of
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arranging a domain wall), but it will give a rough idea of the required size. Putting 7o ~ 10~
and 7 = 5y ~ 108s for a typical Ph. D, this requires 7/79 = 10'® ~ ¢*, thus L ~ V40 ~ 6.
Already by about L = 40%/2 ~250 spins the time for the magnetization to decay is of the order
of years. By N ~ 500, this same timescale has stretched to the age of the universe.

(a) F(W) (b)

Figure 12.3: (a) The Landau free energy F(y) as a function of temperature for an Ising order param-
eter. Curves are displaced vertically for clarity. (b) Order parameter  as a function of temperature
for a finite field # > 0 and an infinitesimal field 7 = 0*.

1222 The Landau Free energy

Landau theory concentrates on the region of small ¢, audaciously expanding the free energy of the
many body system as a simple polynomial:

1
fulgl = 3 FlYl = %wz + %w“. (12.4)

e The Landau free energy describes the leading dependence of the total free energy on ¢. The
full free energy is given by fi,; = f,(T)+ fly]+ O[y*], where f, is the energy of the “normal”
state without long range order.

e For an Ising order parameter, both the Hamiltonian and the free energy are an even function
of y: H[y] = H[—y]. We say that the system possesses a “global Z, symmetry”, because the

Hamiltonian is invariant under transformations of the Z, group that takes ¢ — .
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Provided r and u are greater than zero, the minimum of f7[y¢] lies at = 0. Landau theory
assumes that the phase transition temperuture, r changes sign, so that

r=a(T -T.)
as illustrated in Fig. 12.3 (a). The minimum of the free energy occurs when
df s 0 (T >T.)
— =0=ry+uy’ =>y¢y= — (12.5)
dy + =D (T <T.

so that for T < T, there are two minima of the free energy function (Fig. 12.3 (a)). Note that:

o if we cool the system in a tiny external field, the sign of the order parameter reflects the sign
of the field (Fig. 12.3 (b)):

¥ = sgn(h) \/@, (T <Tp). (12.6)

This branch-cut along the temperature axis of the phase diagram, is an example of a first-order
phase boundary. The point 7 = T,, h = 0 where the line ends is a “critical point”.

e If u < O the free energy becomes unbounded below. To cure this problem, the Landau free
energy must be expanded to sixth order in :

L Y SR PN
fWl = SRl =S92+ 0t + 2y

When u < 0 the free energy curve develops three minima and the phase transition becomes
first order; the special point at r = h = u = 0 is a convergence of three critical points called a
tri-critical point (see exercise 3).

12.2.3 Singularities at the critical point.

At a second order phase transition, the second derivatives of the Free energy develop singularities.
If we plug (12.6) back into the Free energy fi.[y¢] (12.4), we find that

G- 0 (T >T,)
Rl e -T2 7 <T)

In this way, the free energy and the entropy S = —Z—; are continuous at the phase transition, but the
specific heat
O*F 0 (T>T,)
Cy=-T— =Co(T) + . 12.7
v 377 oT) { azsz (T <T,) 2.7
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(b) g

Critical Point
<0 >0

IS

‘e
First order line

Figure 12.4: Phase diagram in an applied field. A first order line stretches along the zero field
axis, & = 0 up to the critical point. The equilibrium order parameter changes sign when this phase
boundary is crossed. (a) Three dimensional plot showing discontinuity in order parameter as a
function of field . (b) Two dimensional phase boundary showing first order line.

where C is the background component of the specific heat not associated with the ordering process.
We see that Cy “jumps” by an amount
azTc

2u

ACy =

below the transition. The jump size ACy has the dimensions of entropy per unit volume, and sets a
characteristic size of the entropy lost per unit volume once long-range order sets in.

At a second-order transition, matter also becomes infinitely susceptible to the applied field £, as
signalled by a divergence in susceptibility y = 'Z—ﬁ. To see this in Landau theory, let us introduce a
field by replacing

F@) = @)=y = S0% + 20—y (128)

A finite field & > 0 has the effect of “tipping” the free energy contour to the right, preferentially
lowering the energy of the right-hand minimum, as illustrated in Fig. (12.4). For & # 0, equilibrium
requires Of /Oy = ry + wp® — h = 0, which we can solve for r = % - 4w,02. Above and below T,
we can solve for ¢ by linearizing ¥[h] = 6¢ + Y around the & = 0 value given in (12.6), to obtain
oy = x(T)h + O(h?), (See Fig. 12.3(b)) where

di 1
xn= {

- J 1 @1
dh ~ aT —T|

T <T) (12.9)

RI— —
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describes the divergence of the “susceptibility” at the critical point. When we are actually at the
critical point (r = 0), the induced order parameter is a non-linear function of field,

A

¥ = (;) (T =T.) (12.10)
The divergence of the susceptibility at the critical point means that if cool through the critical point
in the absence of a field, the tiniest stray field will produce a huge effect, tipping the system into
either an up or down state. Once this happens, we say that the system has “spontaneously broken
the Z, inversion symmetry” of the original Hamiltonian.

The singular powerlaw dependences of the order parameter, specific heat and susceptibility
near a second order transition described by Landau theory are preserved at real second-order phase
transitions, but the critical exponents are changed by the effects of spatial fluctuations of the order
parameter. In general, we write

Cy o (T -=T,)™® (Specific heat),
T.-T

o x [T

x o« (T-T)7

(Order parameter), (12.11)
(Susceptibility),

which Landau theory estimates as @ = 0,8 = 1/2,6 = 3 and y = 1. Remarkably, this simple predic-
tion of Landau theory continues to hold once the full-fledged effects of order parameter fluctuations
are included, and still more remarkably, the exponents that emerge are found to be universal for
each class of phase transition, independently of the microscopic physics[3].

12.24 Broken Continuous symmetries : the Mexican Hat Potential

We now take the leap from a one, to an n-component order parameter. We shall be particularly in-
terested in a particularly important class of multi-component order in which the underlying physics
involves a continous symmetry that is broken by the phase transition. In this case, the n—component
order parameter LZ = (Y1 ... yy) acquires both magnitude and direction, and the discrete Z, inversion
symmetry of the Ising model is now replaced by a continuous “O(N)” rotational symmetry. At a
phase transition the breaking of such continous symmetries has remarkable consequences.

The O(N) symmetric Landau theory is simply constructed by replacing y?> — |y = (zpf +
L) = -, taking the form

i) = 50 -d) + 316 - D,

7 O(N) invariant Landau theory

where as before r = a(T — T.). This Landau function is invariant under O(N) rotations J — RJ
that preserve the magnitude of the order parameter. Such symmetries do not occur by accident, but
owe their origin to conservation laws which protect them in both the microscopic Hamiltonian and

377

bk . pdf

Chapter 12.

©Piers Coleman 2011

June 28, 2011

the macroscopic Landau theory. For example, in a Heisenberg magnet, the corresponding Landau
theory has O(3) symmetry associated with the underlying conservation of the total spin magnetiza-
tion.

Once T < T, the order parameter acquires a definite magnitude and direction given by

tJW
v = —n
u

where 71 is a unit (n-component) vector. By acquiring a definite direction, the order parameter
breaks the O(N) symmetry. In a magnet, this would correspond to the spontaneous development of
a uniform magnetization. In a superconductor or superfluid, it corresponds to the development of a
macroscopic phase.

U1

(a) Y =1 (b) ¥ =1+t

Figure 12.5: Dependence of Free energy on order parameter for (a) an Ising order parameter ¢ = i,
showing two degenerate minima and (b) complex order parameter ¥ = ¢y + iy> = |y]e’?, where the
the Landau free energy forms a “Mexican Hat Potential” in which the free energy minimum forms
a rim of degenerate states with energy that is independent of the phase ¢ of the uniform order
parameter.

A particularly important example of a broken continuous symmetry occurs in superfluids and
superconductors, where the the order parameter is a single complex order parameter composed from
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two real order parameters ¢ = ¢ + iy = [¥le'. In this case, the Landau free energy takes the form!

U(1) invariant Landau theory

Sl
v

W)+ WY
Y1 + i = e (12.12)

Fig. (12.5) shows the Landau free energy as a function of ¢, where the magnitude of the order
parameter /] is represented in polar co-ordinates. The free energy surface displays a striking rota-
tional invariance, associated with the fact that the free energy is independent of the global phase of
the order parameter

fly] = fleyl.

This is a direct consequence of the global U(1) invariance of the particle fields that have condensed
to develop the complex order parameter. For 7 < T, the negative curvature of the free energy
surface at = O causes the free energy surface to develops the profile of a “Mexican Hat”, with a
continuous rim of equivalent minima where

U(1) gauge invariance

W= meiﬂj
u
The appearance of a well-defined phase breaks the continuous U(1) symmetry.

The “Mexican hat” potential illustrates a special property of phases with broken continuous
symmetry: it becomes possible to continuously rotate the order parameter from one broken sym-
metry state to another. Notice however, that if the order parameter is to maintain a well-defined
phase, or direction then it is clear that there must be an energy cost for deforming or “twisting” the
direction of the order parameter. This rigidity is an essential component of broken continuous sym-
metry. In superfluids, the emergence of a well-defined phase associated with the order parameter is
intimately related to persistent currents, or superflow. We shall shortly see that when we “twist” the
phase, a superflow develops.

joc %
To describe this rigidity, we need to take the next step, introducing a term into energy functional
that keeps track of the energy cost of a non-uniform order parameter. This leads us onto Landau
Ginzburg theory.

12.3 Ginzburg Landau theory I: Ising order

Landau theory describes the energy cost of a uniform order parameter: a more general theory needs
to account for inhomogenious order parameters in which the amplitude varies or the direction of
the order parameter is “twisted”. This development of Landau theory is called “Ginzburg Landau”

"For complex fields, it is more convenient to work without the factor of 1/2 in front of the quadratic terms. To keep
the numerology simple, the interaction term is also multiplied by two.
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theory?, after Ginzburg and Landau[5], who developed this formalism as part of their macroscopic
theory of superconductivity. We will begin our discussion of Landau Ginzburg theory with the
simplest case a one-component “Ising” order parameter.

Ginzburg Landau theory[5] introduces an addition energy cost 6 f oc [Viy|? associated with gra-
dients in the order parameter: fr[y, V] = %le//l2 + frly(x)]. For a single, Ising order parameter,
the Free energy (in “d” dimensions) is given by

Folyl = f dx foL[w(x), Vip(x), h(x)]
folw, Vo bl = %(V¢)2+%w2+§w4—h¢ (12.13)

Ginzburg Landau Free energy: one component order

There are two points to be made here:

e Ginzburg Landau (GL) theory is only valid near the critical point, where the order parameter
is small enough to permit a leading order expansion.

o Dimensional analysis shows that [¢]/[r] = L? has the dimensions of length-squared. The new
length-scale introduced by the gradient term, called the “correlation length”

N
&) = ,[m =%

sets the characteristic length-scale of order-parameter fluctuations, where

N
&=6T=0= |-

is a measure of the microscopic coherence length. Near the transition, £(T') diverges, but far
from the transition, it becomes comparable with the coherence length.

1

5

T

] — —
Tc

correlation length (12.14)

coherence length

The traditional use of Ginzburg Landau theory, is as a as a variational principle, using the condi-
tion of stationarity 0F/6y = 0 to determine non-equilibrium configurations of the order parameter.
Landau Ginzburg theory is also the starting point for a more general analysis of thermal fluctuations
around the mean-field theory. We shall return at the end of this chapter.

12.3.1 Non-uniform solutions of Ginzburg Landau theory

There are two kinds of non-uniform solutions we will consider:

The idea of using a gradient expansion of the free energy first appears in print in the work of Ginzburg and Landau.
However, germs of this theory are contained in the work of Ornstein and Zernicke, who in 1914 developed a theory to
describe critical opalescence[4].
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1. The linear, but non-local response to a small external field.

2. “Soliton” or domain wall solutions, in which the order parameter changes sign, passing
through the maximum in the free energy at ¢ = 0. (Such domain walls are particular to
Ising order ).

To obtain the equation governing non-uniform solutions, we write

ofLly]
() |

OFGL = fd‘lx&p(x) [—svzw(x)+ (12.15)

Since the Ginzburg Landau free energy must be stationary with respect to small variations in the
field:

6FGL _ _v2 afl[l” _

i " sV + o =0 (12.16)
or more explicitly

[(=5% + 1) + ug?|w(x) = h(x) = 0 (12.17)

Susceptibility and linear response

The simplest application of GL theory, is to calculate the linear response to a non-uniform applied
field. For T > T, for a small linear response we can neglect the cubic term so that (=cV2 +r)y(x) =
h(x). If we Fourier transform this equation, we obtain

(5¢% + Mg = hg (12.18)

or ¥y = xqhq, where
1 1
= = 12.19

N TS E D (1219
is the momentum-dependent susceptibility and & = +/s/r is the correlation length defined in (12.14).
Notice that ygq=0 = 1/[a(T - T,)] = r~! is the uniform susceptibility obtained in (12.9) earlier. For
large g >> &', x(¢) ~ 1/¢* becomes strongly momentum dependent: in otherwords, the response
to an applied field is non-local up to a the correlation length.

Example 12.2:
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(a) Show that in d = 3 dimensions, for T > T, the response of the order parameter field to
an applied field is non-local, and given by

Y(x) = & x(x = Xh(x')
oy e
Xa=X) = Lo (12.20)

(b) Show that provided A(x) is slowly varying on scales of order &, the linear response can be
approximated by
¥(x) = xh(x)

Solution:

(a) If we carry out the inverse Fourier transform of the response ¥(q) = x(¢)h(g), we obtain
v = [ = xoh)
v

In example (4.6) we showed that under a Fourier transform

e F 4n
e n M
N

so the (inverse) Fourier transform of the non-local susceptibility is

! FT! 1 e—m/g_ X e Mg
g +E7

X = drs W A8 I

(b) At small ¢, we may replace y(q) ~ x, so that for slowly varying & in real space we can
replace y(x—x') = x6“(x—x’). So that provided / is slowly varying over lengths longer
than the correlation length, y(x) = yh(x).

Domain Walls

Once T < T, it is energetically costly for the order parameter to deviate seriously from the equi-
librium values . Major deviations from these “stable vacua” can however take place at “domain
walls” or “solitons”, which are narrow walls of space which separate the two stable “vacua” of op-
posite sign, where ¥ = +yo. To change sign, and Ising order parameter must pass through zero at
the center of the domain wall, passing over the “hump” in the free energy.

‘We now solve for the soliton in one dimension, where the Ginzburg Landau equation becomes

dfily]
R 12.21
cy ay ( )
This formula has an intriguing interpretation as Newton’s law of motion for a particle of mass ¢
moving in an inverted potential V[y] = —fr[y]. This observation permits an analogy between a
382
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VYl = —f()

Yo

()

—y )

Figure 12.6: Soliton solution of Ginzburg Landau equations. (a) The evolution of ¢ in one dimen-
sion is equivalent to a particle at position ¥, moving in an inverted potential V[y] = —fr[y]. A
soliton is equivalent to a “bounce” between maxima at ¥ = +y of V[y]. (b) The “path” that the
particle traces out in time “¢” = x defines the spatial dependence of the order parameter y/[x].

soliton and and motion in one dimension which enables us to to quickly develop a solution for the
soliton. In this analogy, ¥ plays the role of displacement while x plays the role of time. It follows
that %(L//)2 is an effective “kinetic energy” 3 and the effective “energy”

s ’
&= - fily]
is conserved and independent of x. With our simple analogy, we can map a soliton onto the problem

of a particle rolling off one maxima of the inverted potential V[y] = —fL[], “bouncing” through
¥ = 0 out to the other maxima (Fig12.6). Fixing the conserved initial energy to be & = — f.[o], we

deduce the “velocity”
[2 v wz]
—(E+filyh) = —=|1- =51,
P Sy Ve [ e

=l rj‘ Solving for dx = (V2&/yo)[1 —

T

W

lﬁ_d)c

To make the last step we have replaced u,l/é and ¢ =

3This can be derived by multiplying (12.21) by the integrating factor ¢’ then
Jdfily]

W) -y =

o % [5672 - fitsi] = 0.

383

bk . pdf

Chapter 12.

©Piers Coleman 2011

W/ wo)z]’%dw and integrating both sides yields
V¢ dy
X—Xp=— — >
Yo Jo 1 -W/vo)
where x = xo is the point where the order parameter passes through zero, so that

= V2¢tanh™! (¢ /o),

X — Xo

V2¢

). “soliton”

U(x) = o tanh(

This describes a “soliton” solution to the Ginzburg Landau located at x = xo.

Example 12.3: Show that the Ginzburg Landau free energy of a Domain wall can be written
u
AF =A% f dxl - v )]

where A = L47! is the area of the domain wall. Using this result, show that surface tension
o = AF/A is given by
V8

o= Tfuwg.

Solution: First, let us integrate by parts to write the total energy of the domain in the form

F= Afdx[—%z//(ﬁ” +fL[¢]] (12.22)
where for r < 0, fr[y] = —%w“ + 4y* Using the GL equation (12.21)
e dfi s
sy = - [l + uyp.
Subsituting into (12.22), we obtain
1 Ir| u
F = —Afdx —Ew(—W+ wy?) —Zﬂ+ Zw“]
= —uA f dxyt(x) (12.23)

Subtracting off the energy of the uniform configuration, we then obtain
u
AF =A% f A - v ()

To calculate the surface tension, substitute y(x) = ¢ tanh[x/( \/Ef)] , which gives

_AF

7T

- %wg f ) dx(1 — tanh[x/( V2)*)
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8/3
A
= %'//3 fdu(l — tanh[u]*) = ?fmﬁg. (12.24)

124 Landau Ginzburg II: Complex order and Superflow

124.1 ‘A macroscopic wavefunction”

We now turn to discuss the Ginzburg Landau theory of complex, or two component order param-
eters. Here, we shall focus on the use of Ginzburg Landau theory to understand superfluids and
superconductors. At the heart of our discussion, is the emergence of a kind of “macroscopic wave-
function” in which the microscopic field operators of the quantum fluid /(x) acquire an expectation
value

(&(x)) =y(x) = |z//(x)|eid’<") “Macroscopic wavefunction”

complete with phase. The magnitude of this order parameter determines the density of particles in
the superfluid

[ = ng(x)

while the twist, or gradient of the phase determines the superfluid velocity.

h
V() =~ Vh(x).

The idea that the wavefunction can acquire a kind of Newtonian reality in a superfluid or super-
conductor goes deeply against our training in quantum physics: at first sight, it appears to defy the
Copenhagen interpretation of quantum mechanics, in which (x) is an unobservable variable. The
bold idea suggested by Ginzburg Landau is that y(x) is a macroscopic manifestation of quintillions
of particles - bosons - all condensed into precisely the same quantum state. Even the great figures of
the field - Landau himself - found this hard to absort, and debate continues today. Yet on his issue,
history and discovery appear to consistently have sided with the bold, if perhaps naive, interpreta-
tion of the superconducting and superfluid order parameter as a essentially real, observable property
of quantum fluids *. Tt is the classic example of an “emergent phenomenon” - one of the many
collective properties of matter that we are still discovering today which is a not a priori self-evident
from the microscopic physics.

4On more than one occasion, senior physicists advised their students and younger colleagues against such a brash
interpretation. One such story took place in Moscow in 1953. Shortly after Ginzburg Landau theory was introduced, a
young student of Landau, Alexei Abrikosov showed that a naive classical interpretation of the order parameter field led
naturally to the predication of quantized vortices and superconducting vortex lattices. Landau himself could not bring
himself to make this leap and persuaded his student to shelve the theory. It was only after Feynman published a theory of
vortices in superfluid helium, that Landau accepted the idea, clearing the way for Abrikosov to finally publish his paper.

(6]
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Vitalii Ginzburg and Lev Landau introduced their theory in 1950, as a phenomenological theory

of superconductivity, in which ¥(x) played the role of a macroscopic wavefunction whose micro-
scopic origin was, at the time, unknown. We shall begin by illustrating the application of with an
application of this method to superfluids. For a superfluid, the GL free energy density is

hZ
Jorl V01 = SIVul +rigl? + S, (12.25)
m 2

GL free energy: superfluid

Before continuing, let us make a few heuristic remarks about the GL free energy:

o The the GL free energy is to be interpreted as the energy density of a condensate of bosons in
which the field operator behaves as a complex order parameter. This leads us to identify the
coefficient of the gradient term

/LN
sIVy? = o (Vi'vi) (12.26)

as the kinetic energy, so that s = ;—m

e As in the case of Ising order, the correlation length, or “Ginzburg Landau coherence length”
governing the characteristic range of amplitude fluctuations of the order parameter is given

by
s h? T\'"?
- |2 =&(1- = 12.27
£ i ™ N2 50( Tc) (220
where §o = §(T' =0) = /5 ’ET is the coherence length. Beyond this length-scale, only phase

fluctuations survive.

o If we freeze out fluctuations in amplitude, writing y/(x) = ;e then V¢ = iV¢ ¢ and
[Vy> = ny(Ve)?, the residual dependence of the kinetic energy on the twist in the phase is

vy .
h2n, , mng(h
—(V¢)" = — | —=Vgp] .
2m( ®) 7 \m ¢

Since mny is the mass density, we see that a twist of the phase results in an increase in the
kinetic energy that we may associate with a “superfluid” velocity

n
vy = —Vo.
m
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124.2 Off-diagonal long range order and coherent states

What then, is the meaning of the complex order parameter ? It is tempting to associate it with the
expectation value of the field operator

Wx, 1) = p(x, 1)

Yet, paradoxically, a field operator, links states with different particle numbers, so such an expec-
tation value can never develop in a state in a state with a definite number of particles. One way to
avoid this problem, proposed by Penrose and Onsager, is to define the order parameter in terms of
correlation functions[7, 8]. The authors noted that even in a state with a definite particle number,
broken symmetry manifests itself as a long-distance factorization [9] of the correlation function

W og0):

W) m W (xX") Y(x) + small terms (12.28)

Off-diagonal long range order.

in terms of the order parameter. This property is called “off-diagonal long range order” [10](ODLRO).

However, a more modern view is that in macroscopic systems, we don’t need to restrict our
attention to to states of definite particle number, and indeed, once we bring a system into contact
with a bath of particles, quantum states of indefinite particle number do arise. This issue also arises
in a ferromagnet where, the analog of particle number is the conserved magnetization S ; along the
z-axis. A ferromagnet of N spins polarized in the z direction has wavefunction

2 =1

=N

However, if we cool the magnet in a field aligned along the x-axis, coupled via the Hamiltonian
H = -2BS, = —B(S* + §7), then once we remove the field at low temperatures, the magnet
remains polarized in the x direction:

i=1L.N i=1.N

Thus the coherent exchange of spin with the environment leads to a state that contains an admixture
of states of different S;. In a similar way, we may consider cooling a quantum fluid in a field that
couples to the superfluid order parameter. Such a field is created by a “proximity effect” of the
exchange of particles with a pre-cooled superfluid in close vicinity, giving rise to a field term in the
Hamiltonian such as

H =-A f dxly’ (x) + Y]

When we cool below the superfluid transition temperature 7 in the presence of this pairing field,
removing the proximity field at low temperatures, then like a magnet, the resulting state acquires
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an order parameter forming a stable state of indefinite particle number. 3 To describe such states
requires the many body equivalent of wave-packets: a type of state called a “coherent state”.
Coherent states are eigenstates of the field operator

FOW) = v(x)W). (12.29)

These states form an invaluable basis for describing superfluid states of matter. A coherent state can
be simply written as

) ~ e Vb ) coherent state. (12.30)

where

b = % f & (b ().

coherently adds a boson to a condensate with with wavefunction ¢(x). Here, Ny = f d”xlxﬁ(x)l2 is
the average number of bosons in the superfluid and the normalization is chosen so that [b,h'] = 1.
(See example 13.4 and exercise 13.6.) )

Similarly, the conjugate state (¢/| = (Ole Vb diagonalizes the creation operator:

Wld (%) = v (). (1231)

However, it not possible to simultaneously diagonalize both creation and annihilation operators
because they don’t commute. Thus /) only diagonalizes the destruction operator and (y*| only
diagonalizes the creation operator.

Coherent states are really the many body analog of “wave-packets”, with the roles of momentum
and position replaced by N and ¢ respectively. Just as p generates spatial translations emiPallyy =
|x + ay, N translates the phase (see exercise 1), so that e‘“N|¢> = |¢ + @). (Notice the difference
in the sign in the exponent). For an infinitesimal phase translation (¢ + 6¢| = (#|(1 — i6pN), so
i4(¢l = (¢IN, implying

roid
=i i
This is the many body analog of the identity p = —ih%A Just as periodic boundary conditions in
space give rise to discrete quantized values of momentum, the periodic nature of phase, gives rise
to a quantized particle number. It follows that

(V. 6] =i
implying phase and particle number are conjugate variables which obey an uncertainty relation ®

AGAN~ 1

S0ne might well object to this line of reasoning - for clearly, creating a state with a definite phase requires we have
another pre-cooled superfluid prepared in a state of definite phase. But what happens if we have none to start with? It
turns out that what we really can do, is to control the relative phase of two superfluids. By field-cooling, and it is the
relative phase that we can actually measure.

The strict relation is AQAN > %I[(?), Nl = % As in the case of wavepackets, in heuristic discussion, we drop the
factor of one half.
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A coherent state trades in a small fractional uncertainty in particle number to gain a high degree
of precision in its phase. For small quantum systems where the uncertainty in particle number is
small, phase becomes ill-defined. If we write the uncertainty principle in terms of the relative error
Ae = AN/N, then ApAe > 1/N we see that once N ~ 1023, the fractional uncertaintly in particle

number and the phase can be known to an accuracy of order 107!!. In the thermodynamic limit
this means we can localize and measuring both the phase and the particle density with Newtonian
precision.

Example 12.4: The coherent state (12.30) is not normalized. Show that the properly normal-
ized coherent state

)y = N2V,

N 1 Ao
Vo= o f A (12.32)

is an eigenstate of the annihilation operator J(x) with eigenvalue y/(x), where N = f A xly(x)P.
Solution:
1. First, since [#(x), )/ (x)] = 6“(x — x’), we note that
Jm)(X ¥)

1
[b.b' = A wmw (') [W(x) U1 = f WP =1,

so that b and b are canonical bosons.

2. To obtain the normalization of a coherent state, let us expand the exponential in |z) =
&' |0) in terms of eigenstates of the boson number operator 71 = b'b, |n), as follows:

\n>

\z>—Z(Zb) 0) = Z—"@n Z%m)

n=0

Since (n'|n) = &, , taking the norm, we obtain
[z 122
Gy= )~ =d
"

Placing z = /Ny, it follows that the normalized coherent state is [y) = e~V:/2¢ VV:"|0),
3. Since §(x)|0) = 0, the action of the field operator on the coherent state is
I = (), e W10y (12.33)
To simplify notation, let us denote @' = v/N;b'. The commutator
5“"((—)( )

[0, a'] = f W 003G = o)
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which in turn implies that [J(x), (a")'] = r¢(x)(a’)"'. Now expanding
o U
e’ = Z ;(a )
we find that

o r—1
90,1 = Z S0, @)1 = vn) Z = ) = y(e”

r=0

so that finally,

JE) = e ™), e W10y = pw)e e V' j0) = y()l). (1234)

Ginzburg Landau energy for a coherent state

‘We shall now link the one-particle wavefunction of the condensate to the order parameter of Ginzburg
Landau theory. While coherent states are not perfect energy eigenstates, at high density they pro-
vide an increasingly accurate description of the ground-state wavefunction of a condensate. To take
the expectation value of normal ordered operators between coherent states, one simply replaces the
fields by the order parameter, so that if

.. R o o
H= %w‘mvwm +(U@) =l P + % SO0 (12.35)

is the energy density of the microscopic fields, where U(x) is the one-particle potential, then the
energy density of the condensate is

PN "2
WIHTG ) = HIy" y] = ﬂww»z +(U) — P + gwmr‘.

which we recognize as a Ginzburg Landau energy density with

2

Jii
s = Eye r(x)=U(x) —

At a finite temperature, this analysis needs modification. For instance, ¢ will acquire a temperature
dependence that permits (T') to vanish at T, while the relevant functional becomes free energy F' =
E—TS . Finally, note that at a finite temperature, n,(7") only defines the superfluid component of the

total particle density n, which contains both a normal and a superfluid component n = ny(T) +n,(T).
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12.4.3 Phase rigidity and superflow

In GL theory the energy is sensitive to a “twist” of the phase. If we substitute ¢ = || into the GL
free energy, the gradient term becomes Vi = (V|y| + iVly)e®, so that

KE: phase rigidity amplitude flucts
————

w2 2 " 2 2, Ha
for=" =W (V@) +|5—(VIgD)™ +rlyl” + Sl (12.36)

2m 2m 2
The second term resembles the Ginzburg Landau functional for an Ising order parameter, and de-
scribes the energy cost of variations in the magnitude of the order parameter. The first term term
is new. This term describes the “phase rigidity”. As we learnt in the previous section, amplitude
fluctuations of the order parameter are confined to scales shorter than the correlation length £. On
longer length-scales the physics is entirely controlled by the phase degrees of freedom, so that

for = %b(th)z + constant (12.37)

The quantity pgy = %ns is often called the “superfluid phase stiffness”.

From a microscopic point of view, the phase rigidity term is simply the kinetic energy of par-
ticles in the condensate, but from a macroscopic view, it is an elastic energy associated with the
twisted phase. The only way to reconcile these two viewpoints, is if a twist of the condensate
wavefunction results in a coherent flow of particles.

To see this explicitly, let us calculate the current in a coherent state. Microscopically, the current
operator is

S0 in a coherent state,

N ho e 5
WAly) = ~iz— (u"Vy - V') (1238)
m
If we substitute ¥(x) = Vi, (x)e?™ into this expression, we find that
n
Js=n,—V¢ (12.39)
m

so that constant twist of the phase generates a flow of matter. Writing J, = n,v,, we can identify
h
vy = —Vo.
m

as the “superfluid velocity” generated by the twisted phase of the condensate. Conventional particle
flow is acheived by the addition of excitations above the ground-state, but superflow occurs through
a deformation of the ground-state phase and every single particle moves in perfect synchrony.
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Example 12.5:

(a) Show that in a condensate, the quantum equations of motion for the phase and particle
number can be replaced by Hamiltonian dynamics[9]:

dN 0H
h— = i[N,H]=—
i i[N,H] %
dp . _ OH
hE = il¢.H] = N (12.40)
which are the analog of ¢ = ’;—;’ and p = —’;—;’.

(b

Use the second of the above equations to show that in a superfluid at chemical potential
u, the equilibrium order parameter will precess with time, according to

Y(x, 1) = Yx, 0)e H/h

(c

<

If two superfluids with the same superfluid density, but at different chemical potentials 1
and y, are connected by a tube of length L show that the superfluid velocity from 1 — 2
will “accelerate” according to the equation

dvs T -

dt m L

Solution:

(a) Since [¢, N] = i, there are two alternative representations of the operators:

5 d 2
N=-i—, = 1241
i p=9¢ ( )
or, in the case that N is large enough to be considered a continuous variable,
A d A
=i— = 12.42
b=izy (1242)
Using (12.41), the Heisenberg equation of motion for N(7) is given by
dN i i .d 1 0H
— =—[N,H] = —[-i—,HWN,¢)l = —— 12.43
= p il =l i N, 9)] 7 o9 ( )
while using (12.42), the Heisenberg equation of motion for ¢(7) is given by
dg i i .d 10H
— = [, Hl==[i—Hl=—=— 12.44
2 = plHl = 2limn Hl = - =0, ( )

(b) In a bulk superfluid, 2

.9 = i, so using (12.44 ), ¢ = p/h, and hence (1) = =4 + ¢y, or

w(x, 1) = Y(x, 0)e /"
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(c) Assuming a constant gradient of phase along the tube connecting the two superfluids, the
superfluid velocity is given by

h h
vy = — V() = —($2(t) — p1()/L
m m
But ¢(2) — ¢(1) = —(u» — 1)t + cons, hence

dvs -

dt m L

Vortices and topological stability of superflow

Superflow is stable because of the underlying topology of a twisted order parameter. If we wrap
the system around on itself then the the single-valued nature of the order parameter implies that the
change in phase around the sample must be an integer multiple of 27:

A¢:§dx~V¢=2ﬂ><n¢

corresponding to ng twists of the order parameter. But since v, = %Vqﬁ, this implies that line-
integral, or “circulation” of the superflow around the sample is quantized

h
w:%dx-m:fxn(,,
m

(note h without a slash). Assuming translational symmetry, this implies

quantization of circulation

h
Vg = —— Ny

quantization of velocity,
mL

a phenomenon first predicted by Onsager and Feynman[11, 12]. The number of twists of the order
parameter ng is a “topological invariant” of the superfluid condensate, since it can not be changed
by any continuous deformation of the phase. The only way to decay the superflow is to create high
energy domain walls: a process that is exponentially suppressed in the thermodyanmic limit. Thus
the topological stability of a twisted order parametery sustains a persistent superflow.

Another topologically stable configuration of a superfluid is a “vortex”. A vortex is a singular
line in the superfluid around which the phase of the order parameter precesses by an integer multiple
of 2x. If we take a circular path of radius r around the vortex then the quantization of circulation

implies
h
w=ny (*) = Sgdx - vg(x) = 27rvyg
m

by = ny (5) L s

mj)r

or
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This formula, where the superfluid velocity appears to diverge at short distances, is no longer reliable
for r <&, where amplitude variations in the order parameter become important.

Let us now calculate the energy of a vortex. Suppose the vortex is centered in the middle of a
large cylinder of radius R, then the energy per unit length is

2
F P¢f 2 V2 P¢fR 2any R\, >

—=— | dx(V¢)" = — 2nrdr =7pyIn|—| X nj.

L~ 2 Vor==5J, 2 | PO E) e

In this way, we see that the energy of ng isolated vortices with unit circulation, is ng times smaller
than one vortex with ng-fold circulation. For this reason, vortices occur with single quanta of
circulation, and their interaction is repulsive.

12.5 Landau Ginzburg III: Charged fields

12.5.1 Gauge Invariance

In a neutral superfluid the emergence of a macrosopic wavefunction with a phase leads superfluidity.
When the corresponding fluid is charged, the superflow carries charge, forming a superconductor.
One of the key properties of superconductors, is their ability to actively exclude magnetic fields
from their interior, a phenomenon called the “Meissner effect”. Ginzburg Landau theory provides a
beautiful account of this effect.

The introduction of charge into a field theory brings with it the notion of gauge invariance. From
one-body Schrodinger equation,

oy [ W e \?
lhE = [7ﬁ (V - l%A) + W(X)] v

where ¢ is the scalar electric potential, we learn that we can change the phase of a particle wavefunc-
tion by an arbitrary amount at each point in space and time, y(x, 1) — €@y (x, 1) without without
altering the equation of motion, so long as the change is compensated by a corresponding gauge
transformation of the electromagnetic field:
h
A—> A+ ;V(I, (12.45)
This intimate link between changes in the phase of the wavefunction and gauge transformations
of the electromagnetic field threads through all of many body physics and field theory. Once we
second-quantize quantum mechanics, the same rules of gauge invariance apply to the fields that cre-
ate charged particles, and when these fields, or combinations of them condense, the corresponding
charged order parameter also obeys the rules of gauge invariance, with the proviso that the charge e*
is the charge of the condensate field. These kinds of arguments imply that in the Ginzburg Landau
theory of a charged quantum fluid, normal derivatives of the field are replaced by gauge invariant
derivatives .
VoD=v-%A
h
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where e* is the charge of the condensing field. Thus the simple replacement

JeLlw, Vgl = forLlv, Dyl

incorporates the coupling of the superfluid to the electromagnetic field. To this, we must add the
energy density of the magnetic field B?/(2uo), to obtain

fu
.1 et P s w4 (VXAP
Fly,A] = fd x[m ’(V—?A)w‘ + iy + Sl e (12.46)
fEM

GL Free energy: charged superfluid.

where M is mass of the condensed field and V x A = B is the magnetic field.

Note that:

e So long as we are considering superconductors, where the condensing boson is a Cooper pair
of electrons, e* = 2e. Although there are cases of charged bosonic superfluids, such as a fluid
of deuterium nucleii, in which e* = e, for the rest of this book, we shall adopt

e =2e¢ (12.47)
as an equivalence.

e Under the gauge transformation
a(x h
Y(x) = Y0, A—-A+—Va
e
Dy — 9Dy, so that [Dy|? is unchanged and the GL free energy is gauge invariant.

e F[y,A] really contains two intertwined Ginzburg Landau theories for ¢ and A respectively,
with two corresponding length scales: the coherence length & = "ﬁzlrl governing amplitude
fluctuations of ¢ and and the “London penetration depth” A;, which sets the distance a mag-
netic field penetrates into the superconductor. In a uniform condensate ¢ = /i, the free
energy dependence on the vector potential is given by

VxA? r

o, UXAY T4

5 5 A?, (12.48)

JTA] ~

2
ns

where ¢y = L and rp = ¢ 57~ This is a Ginzburg Landau functional for the vector potential
with a characteristic London penetration depth

~ [ M
= A= —, (12.49)
A nse “Ho
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1252 Ginzburg Landau Equations

To obtain the equations of motion we need to take variations of the free with respect to the vector po-
tential and the order parameter . Variations in the vector potential recover Amperes equation, while
variations in the order parameter lead to a generalization of the non-linear Schrodinger equation ob-
tained previously for non-uniform Ising fields. Each of these equations is of great importance -
non-uniform solutions determine the physics of the domain walls between “normal” and “supercon-
ducting” regions of a type II superconductor, while the Ginzburg Landau formulation of Ampere’s
equation provides an understanding of the Meissner effect.
If we vary the vector potential, then 6F = 6Fy, + 6F gy, where

J(x)

ih > e*?
Fy=— | 6AG) - |—— (¢*Vy — Yy ) — =y
SFy fé @ [ g (V0 = Vuy) MW]
is the variation in the condensate energy and ’
=0

e
6FEM=ifvxﬁA-B:LfV-(éAXB)+Lf5A(x)-(V><B)
Ho Mo Jx Ho Jx

is the variation in the magnetic field energy. Setting the total variation to zero, we obtain:

SF VxB
5AG) —J(0) + T 0. (12.51)
where )
ie’h [ o oo e’
Jo ==+ (V- Vu" v) - VWA (12.52)

is the supercurrent density. In this way, we have rederived Ampere’s equation, where the current
density takes the well-known form of a probability current in the Schrodinger equation. However,
¥(x) now assumes a macroscopic, physical significance - it is literally, the “macroscopic wavefunc-
tion” of the superconducting condensate. We will shortly see how Eq. (12.51) leads to the Meissner
effect.

To take variations with respect to i, it is useful to first integrate by parts, writing

2 e* u
Fy = | ==0"iV- =AW +r'y+ - ZJ. 12.53
v fszw( AV S W) (12.53)
"The variation of Fpy is tricky. We can carry it out using index notation to integrate §F ), by parts as follows:
==€cba
1 1 ——
oFeu = — f eun(Vi0A)B, = — f @i |Vul0A.B) -0A VB |
Ho Jx Ho Jx —_—
0
1 1
= — | 0A(0)€nVpBa = *fﬁA(X)-(VXB) (12.50)
Ho Jx Ho Jx

where we have set total derivative terms to zero.
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If we now take variations with respect to " and y, we obtain

hZ *
OF = f d’x (&p*(x) [m(—iV - %A)zwm + 1 (x) + uly ()P (x)

+ H.c)

implying that
n? e, 5 _
“op Y T I AU + () + ulp (Y (x) = 0. (12.54)

This “non-linear Schroedinger equation” is almost identical to (12.17) obtained for an Ising order
parameter, but here V> — (V = i£A)? to incorporate the gauge invariance and y* — |y*y takes
account of the complex order parameter. We will shortly see how this equation can be used to
determine the surface tension o, of a drop of superconducting fluid.

12.5.3 The Meissner Effect

We now examine how a superconductor behaves in the presence of a magnetic field. It is useful to
write the supercurrent (12.52)

ie*h N *2
309 = =2 (090 - Hee) - SowPA

in terms of the amplitude and phase of the order parameter y = |(//\ei‘/’ (c.f. 12.36). The derivative
term ¢ Vi can be re-written

WV = Wle UV (yle?) = iV + VI,
so that the term y* Vi — H.c = 2i|s|*V¢ and hence
e'h e*z
Jo = SrWPve - oA

Vs
e

= e'ny %(ﬁqﬁ - %A) = e ngvy (12.55)

where we have replaced [¥]* = n, and identified

h e
vt (v¢ -Sa). (12.56)

as the superfluid velocity. Note that in contrast with (12.39), either a twist in the phase, or an external
vector potential can promote a superflow. Under a gauge transformation, ¢ — ¢+a,A — A+ %Va,
this combination is gauge-invariant. Written out explicitly, Ampéres equation then becomes

%2

n

VxB =~ (A-fv¢) (12.57)
M e*
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If we take the curl of this expression (assuming 7, is constant), we obtain
2
VxWxB):mVxJz—ﬂ%ffB (12.58)

2011

where we have used the identity V X V¢ = 0 to eliminate the phase gradient. But V x (V x B) =
V(V-B) — V2B = —V2B, since V - B = 0, so that

1
VB = —2B, Meissner Effect
7 ,
1 Honse*
— = — 12.59
2z M ( )

This equation, first derived by Fritz London on phenomenological grounds[13], expresses the aston-
ishing property that magnetic fields are actively expelled from superconductors. The only uniform
solutions that are possible are

B=0,n>0,
B+#0,n,=0,

superconductor
normal state (12.60)

One dimensional solutions to the London equation V2B = B/ /li take the form B ~ Boe_ﬁ , showing
that near the surface of a superconductor, magnetic fields only penetrate a distance depth A, into the
condensate. The persistent supercurrents that screen the field out of the superconductor lie within
this thin shell on the surface.

As we shall see however, in the class of type II superconductors, where the coherence length is
small compared with the penetration depth (¢ < A7/ V2), magnetic fields can penetrate the super-
conductor in a non-uniform way as vortices.

Lastly, note that in a superconductor, where M = 2m, and e* = 2e are the mass and charge of
the Cooper pair respectively, while n, = %ne is half the concentration of electrons in the condensate,

nge? in.de? _ nee?

M~ 2m.  m
so the expression for the penetration depth has the same form when written in terms of the charge
and mass of the electron.

The critical field H,.

In a medium that is immersed in an external field, we can divide the magnetic field into an “external”
magnetizing field H and the magnetization M. In SI units,

B = po(H + M)
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where j.,» = VXH is the current density in the external coils and j;,; = VXM are the internal currents
of the material: in a superconductor, these are the supercurrents. Now the ratio y = M/H, is the
magnetic susceptibility. Since the magnetic field B = 119(M + H) vanishes inside a superconductor,
this implies M = —H, so that 8

xsc =-1. Perfect diamagnet.

In other words, superconductors are perfect diamagnets, in which shielding supercurrents J;,; =
V x M provide a perfect Faraday cage to screen out the magnetic field from the interior of the
superconductor.

In a superconductor, F' = Fy + Fgy is a sum of two terms, where 6F, /6B(x) = —M(x) is the
magnetization induced by the supercurrents while §F gy /6B(x) = yo"B(x) is the magnetic field.
Adding these terms together,

6F 1
5By = M@+ B =H

Now the magnetizing field H is determined by the external coils, and can be taken to be constant
over the scale of the coherence and penetration depth. Since it is the external field H that is fixed, it
is more convenient to use the Gibb’s free energy

GIH,y] = FIB,y] - f LB -H

which is a functional of the external field H and independent of the B— field (6G/6B = 0). The
second term describes the work done by the coils in producing the constant external field. This is
analogous to setting G[P] = F[V] + PV to include the work PV done by a piston to maintain a fluid
at constant pressure. In a uniform superconductor,

G y U 4 B
=== +=WI"+ — - BH
8=y iy 2|'//| o
In the normal state, y = 0, B = poH, so that
B2
“
whereas in the superconducting state, B = 0, and || = Yo = V—r/u, so that
2
u r
8sc = r'//(z) + E'v//?) = _ﬂ

Clearly, if g5 < gn,i.e,if

critical field (12.61)

2
B <Bc = 7|uo—
u

the superconductor is thermodynamically stable. The free energy density of the superconductor can
then be written

r? | B
8sc = 7~ = —5 D¢
2u 210
8Most older texts use Gaussian units, for which ysc = —ﬁ in a superconductor. In Gaussian units B = H + 47M =

(1 +4my)H. If B = 0, this implies that y*¢ = - in Gaussian units.
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Surface energy of a superconductor.

When B = B, the free energy density of the normal state and the superconductor are identical, and
so the two phases can co-exist. The interface between the degenerate superconductor and normal is
a domain wall, where the Gibb’s energy per unit energy defines the surface energy

AG/A =0,

where A is the area of the interface. At the interface the superconducting order parameter and the
magnetic field decay away to zero over length scales of order the coherence length & and penetration
depth Ay, respectively, as illustrated below.

w()

Figure 12.7: Schematic illustrating a superconductor-normal metal domain wall in a type I super-
conductor, where & >> A;.

The surface tension o, (surface energy) o, of the domain wall between the superconductor
and normal phase has a profound influence on the macroscopic behavior of a superconductor. The
key parameter which controls the surface tension is the ratio of the magnetic penetration to the
coherence length,

K=— Ginzburg Landau parameter.
There are two types of superconductor:

1. k< % Type I superconductors, with a positive domain wall energy. In type I supercon-
ductors, magnetic fields are vigorously excluded from the material by a thin surface layer of

screening currents (Fig 12.8(a)). At H = H, there is a first order transition into the normal
state.

2. Kk > % Type II superconductors, with a negative surface tension (o5, < 0). In type II
superconductors, the surface layer of screening currents is smeared out on the scale of the
coherence length, and the magnetic field penetrates much further into the superonductor (Fig
12.8(b)). In type II superconductors, there are now two critical fields, an “upper” critical field
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Hx > H, and a lower critical field H.; < H.. Between these two fields, H.; < H < H, the
magnetic field penetrates the bulk, forming vortices in which the high energy of the normal
core is offset by the negative surface energy of the layer of screening currents.

(@ Typel:0sn>0 (b) Type ll : 0sn< O

A@ i) A @ jx)

(o]
O

®| [
(o]

LR ©

K>>1 2

k<< 1/4/ 2

Figure 12.8: Superconductor-normal domain wall in type I and type II superconductors. (a) For
K = % < %, the superconductor is a type I superconductor. In the limit k — O illustrated here,
the magnetic field drops precipitously to zero at x = 0. In the extreme type I limit k >> 1/ V2, the

magnetic field and the screening currents extend a distance of A, >> £ into the superconductor.

The domain wall energy between a superconductor and a metal at H = H, is the excess energy
associated with a departure from uniformity:

L (5[ R ie* | , u, . B
= RN Bl s 2 _B.H, g, 12.62
o Afd x[2M‘( - >w' AP+ St + 2 o 262

2
Inserting H, = B./uo and g5 = _Z%n’ we see that the last three terms can be combined into one, to
obtain

(B-B.)?
P

(12.63)

1 72 ie* 2 u
Tas = f d3x|ﬁ ‘(V - 7A>w‘ + iyl + Sl +
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By imposing the condition of stationarity, it is straightforward to show (see example 12.6) that the
domain wall energy of a domain in the y-z plane can be cast into the compact form

B > |(B . ¢
T = o f dx ( ) _ 1) - (L(x)) .
200 J-co B Yo
This compact form for the surface tension of a superconductor can be loosely interpreted as the
difference of field and condensation energy

(12.64)

-
O = f dx[field energy — condensation energy|
—o0
In the superconductor at the critical field, these two terms terms directly cancel one another whereas
in the normal metal both terms are zero. It is the imperfect balance of these two energy terms at the
interface that creates a non-zero surface tension. In a type I superconductor, the healing length &
for the order parameter is long so the condensation energy fails to compensate for the field energy
generating a positive surface tension. By contrast, in a type II superconductor, the healing length
for the magnetic field Ay is large so the field energy fails to compensate for the condensation energy
leading to a negative surface tension. In fact, within Ginzburg Landau theory, the surface tension
vanishes at k = 1/ V2 (see example 12.7),s0k = 1/ V2 is the dividing line between the two classes
of superconductor. Summarizing:

Typel: (k< 1/V2) Interface condensation energy < field energy o, > 0

12.65
Type II: (k> 1/ \/i) Interface field energy < condensation energy o, <0 ( )

One of the most dramatic effects of a negative surface tension, is the stabilization of non-uniform
superconducting states at fields over a wide range of fields between B, and B,,, where B, = \/EKBC
is the “upper critical field”, and B;; ~ B./( \/EK) is the “lower critical field”.

Let us estimate the surface tension in extreme type I and type II superconductors (Fig. 12.8).
In the former, where A, << &, the length scale over which the magnetic field varies is negligible
relative to the coherence length(see Fig. 12.8(a)), so that the magnetic field can be approximated by
a step function

B(x) = B.6(x), Extreme type L.

For x > 0, B(x) = B, is constant, which implies that B « I./IZBC =0, so that ¢(x) = 0 for x > 0.
For x < 0, on the superconducting side of the domain wall, B = A = 0 and in the absence of a field,
the evolution equation for ¢ is identical to an Ising kink treated in section (12.3.1), for which the
solution is ¥/ = tanh(x/( \ﬁf)). Substituting into (12.64), the surface tension is then

. _ B 4 B
o, = dx|1 - tanh(x/(V26)*] = 5= x 1.89¢ (12.66)
210 J-co 2u0

For an extreme type II superconductor, the situation is reversed: now the longest length-scale is
the penetration depth. Unfortunately, since the vector potential modifies the equilibrium magnitude
of the order parameter, A, sets the decay length of both the field and the order parameter. Let us
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nevertheless estimate the surface tension by treating the order parameter as a step function ¥(x) ~
Wof(—x). In this case, A” = %(;z//wo)ZA, so that
“L

e (x < 0)
B(x) = B, x{ I x>0 (12.67)
Substituting into (12.76 ), this then gives
2 " 5 2
= dx[(e" = 1)y =1]=- = 12.68
T 2 ) x[(e ) —1] 0 2 ( )

showing that at large «, the surface tension becomes negative. The result of a more detailed calcu-
lation (example 12.8) replaces the factor of 3/2 by (8/3)( V2 — 1) = 1.1045 [14].
Summarizing the results of a detailed Landau Ginzburg calculation,

B2 { 1.89¢  (extreme type I)

s = 200 "\ ~1.104;, (extreme type IT)

Example 12.6: Calculate the domain wall energy per unit area o7, of a superconducting-
normal interface lying in the y — z plane, and show that it can be written

B e B 2 4
o= [T ( (X)_l) _(t//(X)) _
2u0 J-wo B, Yo
Solution: Consider a domain wall in the y — z plane separating a superconductor at x < 0 from
a metal at x > 0, immersed in a magnetic field along the z — axis. Let us take

(12.69)

A() = (0,A(),0),  B(x) =(0,0,A"(x)),

seeking a domain wall solution in which ¥(x) is real. Our boundary conditions are then

_ ] @Wo,0) (x— —c0)
W(x), A(x)) —{ @B (= 4eo) (12.70)
The domain wall energy is then
G 2 e 2A2 (B- B, )2
A oz 28] e

Notice that there are no terms linear in dy//dx, because the vector potential and the gradient of
the order parameter are orthgonal (V¢ - A = 0). Let us rescale the x co-ordinate in units of
the penetration length, the order parameter in units of ¥, and the magnetic field in units of the
critical field, as follows:

@

- - A - B d -
P ,/,:‘//, A= , B=—==2=4.
o T By B, dx
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In these rescaled variables, the Gibb’s free energy becomes

2 2
T = Mfdx[ziz + AN+ (WP =)= 1)+ (A - 1)2].
K

12.72
20 (12.72)

where for clarity, we have now dropped the tildes. The rescaled boundary conditions are
(¥,A) — (1,0) in the superconductor at x << 0, and (¥, A) — (0,x) deep inside the metal
at x >> 0.

Taking variations with respect to ¢ gives

—K—;/ + %Azw +@W -1 =0 (12.73)
while taking variations with respect to A gives the dimensionless London equation
A —A" =0 (12.74)
Integrating by parts to replace (14)> — —yu" in (12.72 ), we obtain
—A%y?- Z(w ~hy?
o = l;:‘f fdx«[zww A2+ (2 =17 - 1)+ (A - 1)2] (12.75)

where we have used (12.73) to elimiate ¢”’. Cancelling the A%)? and ? terms in (12.75), we
can then write the surface tension in the compact form
B2,
@y =
" 2

I " dx [ - 12 - u(?]. (12.76)

X

Restoring x — e Al(x) > Bm and Y(x) — M , we obtain (12.64).

Example 12.7: Show that the domain wall energy changes sign at x = 1/ V2.

Solution: Using equation (12.76), we see that in the special case where the surface tension
o = 0, 1s zero, it follows that
A =17y

where we select the upper choice of signs to give a physical solution where the field is reduced
inside the superconductor (A’ < 1). Taking the second derivative, gives A” = —2y’. But since
A” =y A, it follows that ¢/ = —%Agll. Now we can derive an alternative expression for ¢’ by
integrating the second order equation (12.74). By multiplying (12.73) by 44/, using (12.74) we
can rewrite (12.73) as a total derivative

d

— 1> -A%=0
dx )

2
—SWY A @ -
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from which we deduce that

2
—S /) + A% + (Y — 1)? — A” = constant = 0 (12.77)
I3
is constant across the domain, where the value of the constant is obtained by placing ¢ = 1,
A = A’ = 0 on the superconducting side of the domain. Substituting A’ = (1 — ¢?), the last two
terms cancel. Finally, putting (¢/)* = i(ALp)z, we obtain

1 .
(1 = ﬁ)(Aw) =0, (12.78)

showing that k. = 1/ V2 is the critical value where the surface tension drops to zero.

Example 12.8: Using the results of the example 13.6, show that within Landau Ginzburg
theory, the surface tension of an extreme type II superconductor is [14]

B> 8 B?
X 2(V2- DA~ —=—= x 1,104,
Mo 3 2p

Ops = —
2 0

Solution: We start with equations (12.73 ) and (12.74 )

v

?+%A2¢+(¢2_1)¢ =0 (12.79)

AP -A" = 0 (12.80)

For an extreme type II superconductor, k >> 1 allowing us to neglect the derivative term in the
first equation. There are then two solutions:

Vo= 1-3A (x<0)
12.81
v o= 0, A=x+ V2 (x>0) @2
For (x < 0), substituting into (12.80), we then obtain
A(l - A%)2) = A" (12.82)

Multiplying both sides by the integrating factor 2A’, we obtain

d 2 2 _i 29
o (20 - 44 = A

or A%(1 — A?/4) = (A")> + cons, where the integration constant vanishes because A and A’ both
20 to zero as x — —oo, so that

A =A1-A2/4,  (x<0) (12.83)
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Now using (12.81) in (12.76), the surface tension is
B2
oy = = L1
2w
I = [ =12 - (1 - A2/2)%| dx (12.84)

2011

Substituting for A" using (12.83) then gives
f [(AVT—A2/4 - 1) - (1 - A2/2)?] dx
f [2A2(l — A%/4) — 241 — A2/4]dx

[2(A = D] A'dx

~
1}

—c0

2
= f 22[(m/1 —A2/4—1)]dA:—§(\/§— 1) ~ =1.1045
0

(12.85)

where we have used the fact that & = 0, A = V2 at x = 0. It follows that in the extreme type Il
superconductor

B

Tsn = —2#

x (1.10).
0

12.54 Vortices, Flux quanta and type-II superconductors.

Once H > H,, type 1I superconductors support the formation of superconducing vortices.

In a neutral superfluid, a superconducting vortex is a line defect around which the phase of the
order parameter precesses by 27, or a multiple of 2. In section (12.4.3), we saw that this gave rise
to a quantization of circulation. In a superconducting vortex, the rotating electric currents give rise
to a trapped magnetic flux, quantized in units of the superconducting flux quantum

h _h
Dy = - =5
This quantization of magnetic flux we predicted by London and Onsager[13, 15].

To understand flux quantization, it is instructive to contrast a neutral superfluid with a supercon-
ducting vortex (see Fig. 12.9). In a neutral superfluid, the superfluid velocity is uniquely dictated
by the gradient of the phase, vy = %ﬁqﬁ, so around a vortex, the superfluid velocity decays as 1/r
(vs = nX %). Around a superconducting vortex, the superfluid velocity contains an additional
contribution from the vector potential

h o e*
=gs- A
=Y m

In the presence of a magnetic field, this term compensates for the phase gradient, lowering the
supercurrent velocity and reducing the overall kinetic energy of the vortex. On distances larger
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(a) Superfluid vortex (b) Superconducting vortex

Figure 12.9: Contrasting (a) a vortex in a neutral superfluid with (b) a vortex in a superconductor,
where each unit of quantized circulation binds one quanta of magnetic flux.

than the penetration depth A, the vector potential and the phase gradient almost completely cancel
one-another, leading to a supercurrent that decays exponentially with radius vy, oc e/,
If we integrate the circulation around a vortex, we find

Ap=2nn [0}

hr——’\—-—\ *r-—’\—-\
wzggdx-vsz—sgdx-eqb—e—fdx‘A
M M

where we have identified § dax - ﬁqﬁ = 27 X n as the total change in phase around the vortex, while
§dx-A = [B-dS = is the magnetic flux contained within the loop, so that

(12.86)

h &0
w=n——-—.
M M
In this way, we see that the presence of bound magnetic flux reduces the total circulation. At large
distances, energetics favor a reduction of the circulation to zero, limg_,.ow = 0, so that around a

large loop

hooe
0=n——Q
M M

407

bk . pdf

June

Chapter 12.

©Piers Coleman 2011

28, 2011

or

D= n(%) =ndy (12.87)
where @y = % is the quantum of flux. In this way, each quantum of circulation generates a bound
quantum of magnetic flux. The lowest energy vortex contains a single flux, as illustrated in Fig. 12.9
A simple realization of this situation occurs in a hollow superconducting cylinder (Fig. 12.10). In
its lowest energy state, where no supercurrent flows around the cylinder, the magnetic flux trapped
inside the cylinder is quantized. If an external magnetic field is is applied to the cylinder, and then
later removed, the cylinder is found to trap flux in units of the flux quantum @y = % [16, 17],
providing a direct confirmation of the charge of the Cooper pair

7 b
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Figure 12.10: Flux quantization inside a cylinder. In the lowest energy configuration, with no
supercurrent in the cylinder walls, the A¢ = 27zn twist in the phase of the order parameter around the
cylinder is compensated by a quantized circulation of the vector potential, giving rise to a quantized
flux. The inset shows quantized flux measured in reference [16].

In thermodynamic equilibrium, vortices penetrate a type II superconductor provided the applied
field H lies between the upper and lower critical fields H., and H, respectively. In an extreme type

1T superconductor, H, and H, differ from H, by a factor of x = %:
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H.Ink
He ~ (k>>1) (12.88)
‘ V2k
Ho = V2kH,. (12.89)

Below H,; and above H,, the system is uniformly superconducting and normal respectively. In
between, fluxoids self-organize themselves into an ordered triangular lattice, called the Abrikosov
Flux Lattice. Thus H,; is the first field at which it becomes energetically advantageous to add
a vortex to the uniform super conductor, whereas H,, is the largest field at which a non-uniform
superconducting solution is still stable.

For an extreme type II superconductor, H,| can be made calculating the field at which the Gibb’s
Free energy of a vortex

AGy = eL-H- | &xBx)
eyL — HDyL, (12.90)

becomes negative. Here L is the length of the vortex and ey is the vortex energy per unit length. For
an extreme type // superconductor, this energy is roughly equal to the lost condensation energy of
the core. Assuming the core to have a radius ¢, this is

2 2

r 2 Bl o
€y ~ — X @& = —né°.
v 2u ¢ 2p0§

Vortices will start to enter the condensate when AGy < 0, i.e when

B
H. Dy ~ 2}10 X e,

Putting H.; = B.1/1o, and estimating the area over which the magnetic field is spread to be ml%, SO
that the total flux, @ = B, X A2, we obtain

Ha 1

H, K

so that H.; << H, for an extreme type /I superconductor. A more detailed calculation gives the
answer quoted in (12.88).

To calculate H,, consider a metal in which the applied field is gradually reduced from a high
field. H., will be the field at which the first non-uniform superconducting solution becomes pos-
sible. Non uniform solutions of the order parameter satisfy the non-linear Schroedinger equation
(12.54),

"o € 2 _
m(—lV - gA) () + rp(x) + ulp (DY (x) = 0. (12.91)

409

bk . pdf

Chapter 12.

©Piers Coleman 2011

June 28, 2011

Since the developing superconducting instability will have a very small amplitude, we can ignore
the cubic term. Choosing A = (0,0, Bx), let us now seek solutions of i that depend only on x, so
that

2
—%w" + %mwfw = —r(). (12.92)

where w, = % This as the time-independent Schroedinger equation for a harmonic oscillator with
energy E = —r. Since the smallest energy eigenvalue is E = %hw(., it follows that —r = %hw('. Now

according to (12.27), the coherence length is given by &2 = o

o _ e
= M =n

Be
TNE 3 S0 that

so that |r| =

h
2B = == o (12.93)

where @y = f is the superconducting flux quantum. At the uppercritical field, a tube of radius &
contains half a flux quanta, ®y/2.
Using (12.93), the upper critical field is given by

h 1
B = = V2Mr|.
2 o2 oE Irl

By contrast, using (12.61) and (12.49) the critical field B, is given by

2
Hor 1
B, =/— = M|
=\, e*/lL\/ |7

B (AL
22 = V2R = vk
BC g

so that the ratio

Thus provided « > % the condition for type II superconductivity, the upper-critical field B,

exceeds the thermodynamic critical field, B, > B..

12.6 Dynamical effects of broken symmetry: Anderson Higg’s mech-
anism

One of the most dramatic effects of broken symmetry lies in its influence on gauge fields that cou-
ple to the condensate. This effect, called the “Anderson Higg’s mechanism”. not only lies behind
the remarkable Meissner effect, but it is responsible for the short-range character of the weak nu-
clear force. When a gauge field couples to the long-wavelength phase modes of a charged order
parameter, it absorbs the phase modes to become a massive gauge field that mediates a short range
(screened) force:

gauge field + phase — massive gauge field.

Superconductivity is the simplest, and historically, the first working model of this mechanism, which
today bears the name of Anderson, who first recognized its more general significance for relativistic
Yang Mills theories[18], and Higg’s who formulated these ideas in an action formulation [19].
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In this section, we provide an introduction to the Anderson Higg’s mechanism, using a simple
time-dependent extension of Ginzburg Landau theory that in essence, applies the method used by
Higg’s[19] to the simpler case of a U(1) gauge field.

12.6.1 Goldstone mode in neutral superfluids

In the ground-state, Ginzburg Landau theory can be thought of as describing the “potential energy”
VIy1 = Forlyllr=o associated with a static and slowly varying configuration of the order parameter.
At scales much longer than the coherent length, amplitude fluctuations of the order parameter can
be neglected, and all the physics is contained in the phase of the order parameter. For a neutral
superfluid V = 1p,(V¢)?, where p; is the superfluid stiffness, given in Ginzburg Landau theory by
ps = 7’27;,‘ But to determine the dynamics, we need the Lagrangian L = T — V associated with
slowly varying configurations of the order parameter, where 7 is the “kinetic” energy associated
with a time-dependent field configurations. The kinetic energy can also be expanded to leading
order in the time-derivatives of the phase (see exercise 13.8), so that the action governing the slow
phase dynamics is

“-Vupvrg 7
e e
S = % fdzd3x|(¢/c*)2 - (V¢)2| (12.94)

In relativistic field theory, ¢* = c is the speed of light, and Lorentz invariance permits the action
to be simplified using a 4-vector notation —(Vl#¢)2as shown in the brackets above. The relativistic
action and the Ginzburg Landau free energy can be viewed as Minkowskii and Euclidean versions
of the same energy functional:

Minkowski

S = _% f d*x(V,)* > F = % f Ex(Vp)? (12.95)

Euclidean

However, in a non-relativistic superfluid, ¢* is a characteristic velocity of the condensate. For exam-
ple, in a paired fermionic superfluid, such as superfluid He — 3, ¢* = \BVF, where v is the Fermi
velocity of the the underlying Fermi liquid. If we take variations with respect to ¢, (integrating by
parts in space-time so that Vé¢V¢ =— —6¢V>¢, and 6¢d — —6¢), we see that ¢ satisfies the wave
equation

— =0 Boguilubov phase mode w = c"g

corresponding to a phase mode that propagates at a speed ¢*. This mode, often called a “Boguilubov
mode” is actually a special example of a Goldstone mode. The infinite wavelength limit of this mode
corresponds to a simple uniform rotation of the phase, and is an example of naturally gapless mode
that appears when a continuous symmetry is broken in a system governed by short-range forces.
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Example 12.9: If density fluctuations ong(x) = ny(x) — n, are included into the Hamiltonian of
a superfluid, the ground-state energy is given by

(s [0 =n) ps o
H—fdx[ TR\

where y = ON/du is the charge susceptibility. From (see Ex. 13.5) we learned that den-
sity and phase are conjugate variables, which in the continuum satisfy Hamiltons equation
that 6H/Sny(x) = u(x) = —h¢(x). Using this result, show that that the Lagrangian L =
fd%%éns(x) — H can be written in the form

=2 [@x|wer - wor]

where (c*)? = p;/(xh?).

Solution: By varying the Hamiltonian with respect to the local density, we obtain the local
chemical potential of the condensate

p(x) = =y 'ony(x). (12.96)

oH
ong(x)
By writing the condensate order parameter as ¥(x,1) = e = ye™ Rl , we may identify
‘%") = —¢ as the rate of change of phase, thus from (12.96), we obtain

fip = —x " ony(x)

so that (6n,)*/(2x) = %((i))z and the Lagrangian takes the form
L= f d*x(~hgon;) — H = % f &x[x(h/c") = (Vo)

Replacing 7%y = ps/c*?, we obtain the result.

12.6.2 Anderson Higgs mechanism

The situation is subtlely different when we consider a charged superfluid. In this case, changes
in phase of the order parameter become coupled by the long-range electromagnetic forces, and this
has the effect of turning them into gapped “plasmon” modes of the superflow and condensate charge
density.

From Ginzburg Landau theory, we already learned that in a charge field, physical quantities,
such as the supercurrent and the Ginzburg Landau free energy , depend on the the gauge invariant
gradient of the phase V¢ — %A. Since the action involves time-dependent phase configurations, it
must be invariant under both space and time-dependent gauge transformations(12.45),

¢ — ¢+ax,t),

h h
A— A+ —Va, ¢ = - —a (12.97)
e e
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which means that time derivatives of the phase must occur in the gauge-invariant combination ¢ +
%, where ¢ is the electric potential. The action of a charged superluid now involves two terms

S =Sw+SEM

where

x \2 %
Sy = fdtdsx% %2 (¢ + %&p) ~ (Vo - %A)z] (12.98)

is the gauged condensate contribution to the action and

1
SEm = — fdtd3x
210

is the electromagnetic Lagrangian, where E = —%—‘? —V¢ and B = VXA are the electric and magnetic
field respectively.

The remarkable thing, is that since the scalar and vector potential always occur in the same
gauge invariant combination with the phase gradients, we can redefine the electromagnetic fields to
completely absorb the phase gradients as follows:

(%)2 - BZ} (12.99)

A =A- ;Vq}, ¢ =p+ eﬁ*[ﬁ, (A* - ;V“@.

Notice that in (12.98), the vector potential, which we associate with transverse electromagnetic
waves, becomes coupled to gradients of the phase, which are longitudinal in character. The sum
of the phase gradient and the vector potential creates a field with both longitudinal and transverse
character. In terms of the new fields, the action becomes

Ly Lem

= [asl (2] - |

where 1 /(;10}%) = (pxe*z)/(hz) = nye*?>/M defines the London penetration depth and we have
dropped the primes on ¢ and A in subsequent equations.

Amazingly, by absorbing the phase of the order parameter, we arrive at a purely electromagnetic
action, but one in which the phase stiffness of the condensate L, imparts a new quadratic term in
the action of the electromagnetic field - a “mass term”. Like a python that has swallowed its prey
whole, the new gauge field is transformed into a much more sluggish object: it is heavy and weak.
To see this in detail, let us re-examine Maxwell’s in the presence of the mass term. Taking variations
with respect to the fields, we obtain

—BZ]}. (12.100)

Sy = fdtd3x(6A(x) - j(x) = dp(x)p(x)) (12.101)
where
j ! A ! (12.102)
J=——=A, pE=-—0s0 :
HoA2 poc 22
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denote the superfluid velocity and the voltage-induced change in charge density, while
1 3 1. 1
6Sgm = — | did’x|6A-|SE -V XxB|+6p=V-E|. (12.103)
o 2 2

Setting 6S = Sy + 0S gy = 0, the vanishing of the coefficient of 6 gives Gauss’ equation

s
o8 =gV-E-p=0, (12.104)
o¢

while the vanishing of the coefficient of A gives us Amperes equation,
oS (1.
—=—(5E-VxB|+j=0. 12.105
SA o (02 ) ! ( )
Since V - (V x B) = 0, taking the divergence of (12.105) and using (12.104) to replace V - E = p/e,
leads to a continuity equation for the supercurrent

1 1
V.j+@:_7(V‘A+ ‘i“’):o, (12.106)
ot pA2 c*2 o

excepting now, continuity also implies a gauge condition that ties ¢ to the longitudinal part of A.
For the relativistic case ( ¢* = ¢) this is the well-known Lorentz gauge condition (V,A* = 0).
If we now expand Amperes equations in terms of A, we obtain

1 16/ 6A
VUXxB=V(V-A) -V’A=-——A+——|—— — Vo, 12.107
VA 2 L-Zaz( ot “0) ( )

and using the continuity (12.106) to eliminate the potential term, we obtain

w1\ 2
[Dz—%]A= [1 —(C—) }V(VAA), (12.108)
2 ¢

where 0% = V2 — C%g? In a superconductor, where ¢* # ¢, the right-hand side of (12.108) becomes
active for longitudinal modes, where V - A # 0. If we substitute A = A,e/®*~£e0/1g into (12.108)
we find that the dispersion E(p) of the transverse and longitudinal photons are given by

[(mac®? + (pc*)?1"/2, (@ Lp longitudinal)
E(p)—{ (12.109)
[(mac®? + (pc)*1'2, (@ ||p  transverse)

Remarks:

e Both photons share the same mass gap but they have widely differing velocities[18, 20]. The
slower longitudinal mode of the electromagnetic field couples to density fluctuations: this is
the mode associated with the exclusion of electric fields from within the superconductor, and
it continues to survive in the normal metal above 7 as a consequence of electric screening.
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e The rapidly moving transverse mode, which couples to currents: this is the new excitation of
the superconductor that gives rise to the Meissner screening of magnetic fields.

e For a relativistic case, the right-hand side of (12.108) vanishes and the longitudinal and trans-
verse photons merge into a single massive photon[19], described by a “Klein Gordon” equa-

tion 5
[sz (%) }A -0 (12.110)

for a vector field of mass my = %/(A.c). The generation of a finite mass in a gauge field
through the absorption of the phase degrees of freedom of an order parameter into a gauge
field is the essence of the Anderson Higg’s mechanism.

12.6.3 Electroweak theory

The standard model for electroweak theory, developed by Glashow, Weinberg and Salam[21, 22, 2]
provides a beautiful example of how the idea of broken symmetry, developed for physics in the
laboratory, also provides insight into physics of the cosmos itself. This is not abstract physics, for
the sunshine we feel on our face is driven by the fusion of protons inside the sun. The rate limiting
process is the conversion of two protons to a deuteron according to the reaction

p+p—(pn)+et +v,

where the v, is a neutrino. This process occurs very slowly, due to the Coulomb repulsion between
protons, and the weakness of the weak decay process that converts a proton into a neutron. Were it
not for the weakness of the weak force, fusion would burn too rapidly, and the sun would have burnt
out long before life could have formed on our planet. It is remarkable that the physics that makes
this possible, is the very same physics that gives rise to the levitation of superconductors.
Electroweak theory posits that the electromagnetic and weak force derive from a common uni-
fied origin, in which part of the field is screened out of our universe through the development of a
broken symmetry, associated with two component complex order parameter or “Higg’s field”

v

that condenses in the early universe. The coupling of its phase gradients to gauge degrees of freedom
generates the massive vector bosons of the weak nuclear force via the Anderson-Higg’s effect,
miraculously leaving behind one decoupled gapless mode that is the photon. Fluctuations in the
amplitude of the Higg’s condensate are predicted to give rise to a massive Higg’s particle.

The basic physics of the standard model can be derived using the techniques of Ginzburg Landau
theory, by examining the interaction of the Higg’s condensate with gauge fields. In its simplest
version, first written down by Weinberg [2], this is given by (see example 13.9)

Sy = —fd“x[;(vp i) PP + g (i - 1)2], (12.111)
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where relativistic notation [V, ¥> = [VW|? — |¥|? is used in the gradient term. The gauge field A,
acting on a two component order parameter is a two dimensional matrix made up of a U(1) gauge
field B, that couples to the charge of the Higg’s field and an SU (2) gauge field A,

Ay =gAjl -7+ ¢ By
where 7 are the Pauli matrices and ff# = (A ,Af,, Af,) is a triplet of three gauge fields that couple
to the isospin of the condensate. When the Anderson Higg’s effect is taken into account, three

components of the Gauge fields acquire a mass, giving rise to two charged W* with mass My and
one neutral Z boson of mass M that couples to neutral currents of leptons and quarks.

{ Z, W* neutral/charged vector bosons
Ay —
A photon

When Sy is split up into amplitude and phase modes of the order parameter, it divides up into two
parts (see example below) S = Sy + S w, where

Sy = —% fd4x [(Vugi)? + 3| (12.112)

describes the amplitude fluctuations of the order parameter associated with the Higg’s boson, where
mi, = 4u defines its mass, while

1 .
Sw= _Efd“x [M%V(W',,W“) + Mg(z,,z“)] (12.113)

determines the masses of the vector bosons.
The ratio of masses determines the weak-mixing angle Oy
My
Ow) = ——
cos(fw) M,
Experimentally, Mz = 91.19 GeV/c? and My = 80.40 GeV/c?, corresponding to a Weinberg angle
of Oy ~ 28°. The Higg’s particle has not yet been observed, and estimates of its mass vary widely,
from values as low as 80GeV/c?, to values an order of magnitude higher.
From the perspective of superconductivity, these two numbers define two length scales: a “pen-
etration depth” for the screened weak fields of order

h
Ay = —— ~2x10""%m
mwyc

which defines the range of the weak force. At present, the “coherence length” of electroweak theory.

If one uses the estimated Higg’s mass, this is a length of order[23]

&y = L 2%x107% - 2% 107""m.
mpgc
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This very wide range of scales leaves open the possibility that the condensed Higg’s field is either
weakly type I, or strongly type /I in character, an issue of importance to theories of the early
universe. The microscopic physics that develops below the coherence length &y is also an open
mystery that is the subject of ongoing measurements at the Large Hadron Collider.

Table II contrasts the physics of superconductivity with the electroweak physics.

Superconductivity Electro-weak

Order parameter "4 (ZO)
1

Pair condensate Higg’s condensate
Gauge field/Symmetry (¢, A) Ay =g By + g(A; -7)

U (1) U (1)xSU(2)
Penetration depth AL~ 107m Aw ~ 107%m
Coherence length E=2~107-10"m | &gw ~ 1078 = 107" m
Condensation mechanism | pairing unknown
Screened field B w=*, Z
Massless gauge field None Electromagnetism A,

Example 12.10:

(a) Suppose the Higg’s condensate is written ¥(x) = (1 + ¢u(x))U(x)¥o, where ¢y is a
real field, describing small amplitude fluctuations of the condensate, U(x) is a matrix
describing the slow variations in orientation of the order parameter and ¥, = ((1)) is justa
unit spinor. Show that the the action splits into two terms, S = Sy + S w, where

Sy = —% fd“x [(Vugm)? + mi 3| (12.114)

describes the amplitude fluctuations of the order parameter associated with the Higg’s
boson, where mj, = 4u defines its mass, while

1
Sy = _Efd"xm;w? (12.115)
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determines the masses of the vector bosons.

(b) By expanding out the quadratic term in (12.115), show that it is diagonalized in terms of
two gauge fields

1 y
Sw=-3 fd“x[M%V(W*uWﬂ) + M3(2,2")
and give the form of the fields and their corresponding masses in terms of the original
fields and coupling constants.

Solution:

(a) Let us substitute
Y(x) = (1 + ¢u())U ()%

where Wy = (). into (12.111) Since W1 = (1 + ¢u)*WoTUTUYy = (1 + ¢p)?, s0 to
quadratic order, the “potential” part of Sy can be written as

u + u m,

S =1 = SQn + 47 = S0y + Oy, (my = 4u)
The derivatives in the gradient term can be expanded as

(V= iAYY(x) = (V, = iA)UY + V,pu(UYo).

Since the derivative of a unit spinor is orthogonal to itself, the two terms in the above
expression are orthogonal so that when we take the modulus squared of the above expres-
sion, we obtain

=[¥ol2=1

——

(V= iA)YP = (V= iA)UYP + (Vugr)* U
= |UTA, +iV)U¥P + (V) (12.116)

Here, we have introduced a pre-factor iU ™ into the first term, which does not change its
magnitude. Now the combination

A, = UN( A, +iV,)U

is a gauge transformation of A, which leaves the physical fields ( G, = V, A, — V, A, —
i[A,, A,]) and the action associated with the gauge fields invariant. In terms of this
transformed field, the gradient terms of Sy can be written simply as

(V) = iANYE = | Aol + (V,hp).
so that the sum of the gradient and potential terms yields

L= —5|(Vu- i) ¥R+ 5 (¥he - 1y

Ly

1
_§|

1 1
= _im;\yoﬁ -5 [(Vu¢,,)2 + m§,¢§,J (12.117)
L T
Ly

which when integrated over space-time, gives the results (SH) and (vbosons).
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(b) Written out explicitly, the gradient appearing in the gauge theory mass term is

AWy = [¢'B+ghi 7] Yo

_ | (B AL AL-iAN| (1
‘[g( Bﬂ)+g(A:‘+iAﬁ -4 )|\o

g'B, +gA}
e (g(AT+iA2“) (12.118)
u u

so that the mass term of the gauge fields can be written

1 2 1 3 2 2 24212
5 AN =~ [(eA] + g/ B + g1AL + iA2P
2 2

M M
- _TZZE_TWWV“'Z (12.119)

Ly

where

—AlyiA2

= A“ + IA#’
—
g+ (g

are respectively, the charged W and neutral Z bosons which mediate the weak force,

My = /g% + g’> and My, = g = Mzcos[6y], where 6y is the Weinberg angle determined
by

W}‘
z, gAY +gB,) (12.120)

8

N

cos by =

12.7 The concept of generalized rigidity

The “phase rigidity” responsible for superflow, the Meissner effect and its electro-weak counterpart,
are each consequences of general property of broken continuous symmetries. In any broken contin-
uous symmetry, the order parameter can assume any one of continouous number of directions, each
with precisely the same energy. By contrast, it always costs an energy to slowly “bend” the direc-
tion of the order-parameter away from a state of uniform order. This property is termed “generalized
rigidity” [24]. In a superconductor or superfluid, it costs a phase bending energy

1
U(x) ~ prws(x))z, (12.121)

to create a gradient of the phase. The differential of U with respect to the phase gradient 6U/(1i6V ¢)
defines the “superflow” of particles is directly proportional to the amount of phase bending, or the
gradient of the phase

U ps

By, (12.122)

157 6ve T
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This relationship holds because density and phase are conjugate variables. Anderson noted that that
we can generalize this concept, to a wide variety of broken symmetries, each with their correspond-
ing phase and conjugate conserved quantity. In each case, a gradient of the order parameter gives
rise to a “superflow” of the quantity that translates the phase(see table 1).

For example, broken translation symmetry leads to the superflow of momentum, or sheer stress,
broken spin symmetry leads to the superflow of spin or spin superflow. There are undoubtedly new
classes of broken symmetry yet to be discovered - one of which might be broken time translational
invariance (see table 1).

Table. 1. Order parameters, broken symmetry and rigidity.

Name Broken Symmetry Rigidity/Supercurrent
Crystal Translation Symmetry Momentum superflow
(Sheer stress)
Superfluid Gauge symmetry Matter superflow

Superconductivity E.M. Gauge symmetry Charge superflow
Antiferromagnetism Spin rotation symmetry Spin superflow

(x-y magnets only)

? Time Translation Symmetry | Energy superflow ?

12.8 Thermal Fluctuations and criticality

At temperatures that are far below, or far above a critical point, the behavior of the order parameter
resembles a tranquil ocean with no significant amount of thermal noise in its fluctuations. But
fluctuations become increasingly important near the critical point as the correlation length diverges.
At the second-order phase transition, infinitely long-range ‘critical fluctuations” develop in the
order parameter. The study of these fluctuations requires that we go beyond mean field theory.
Instead of using the Landau Ginzburg functional as a variational Free energy, now we use it to
determine the Boltzmann probability distribution of the thermallly fluctuating order parameter, as
follows

ply) = 27T = L exp [—ﬁ f a3 502 + P + uw/(x)r‘)]

420

210



©2011 Piers Coleman

Chapter 12.

where Z = ¥, e #F6tlV] s the normalizing partition function. This is the famous “¢* field theory”
of statistical mechanics (where we use ¢ in place of ¢.)

The variational approach can be derived from the probability distribution function p[{y/}], by ob-
serving that the probabilitly of a given configuration is sharply peaked around around the mean field
solution, ¥ = . If we make a Taylor expansion around around a nominal mean-field configuration,
writing y(x) = ¥o + oY(x), then

=0

§Fgr 1 .. 0°FgL
FeoLltyl] = Fm/+fX5W(X) ) +5 f” Y (X))o (X )7&“”&&(}(,) +...

where the first derivative is zero because the Free energy is stationary for the mean-field solution
6F /6y = 0, which implies

8%Fgr .
Y (x)oY(x")

The first non-vanishing terms in the Free energy are second order terms, describing a Gaussian
distribution of the fluctuations of the order parameter about its average

1
Forliyl] = Fuplbol + Ef ,51#()6)5!&()6’)

X

oY(x) = ¥(x) — o

The amplitude of the fluctuations at long wavelengths becomes particularly intense near a crit-
ical point. This point was first appreciated by Ornstein and Zernicke, who observed in 1914 that
light scatters strongly off the long-wavelength density fluctuations of a gas near the critical point of
the liquid-gas phase transition. We now follow Ornstein Zernicke’s original treatment, and study
study the behavior of order parameter fluctuations above the phase transition.

To treat the fluctuations we Fourier transform the order parameter:

1 iqx 1 —iq-X
W(x) = W ;qulq 5 Yq = W fddw(x)e ax,

Here, we use periodic boundary conditions in a finite box of volume V = L%, with discrete wavevec-
tors q = ZT"(II,IZ, ...1g). Note that y_q = wfl, since ¥ (or each of its n— components) is real.
Substituting 12.123 into 12.15, noting that (=sV? +r) = (sq* + r) inside the Fourier transform, we

obtain 1
F=3 ; gl (sq* +r) + ufd"xlw(X)\4~

so that the quadratic term is diagonal in the momentum-space representation. Notice how we can
rewrite the GL energy in terms of the (bare) susceptibility yq = (sq* + r)~" encountered in (12.19),

as
1 2 -1 d 4
F=3 Eq Wal’xq +ufd Myl

so the quadratic coefficient of the GL free energy is the inverse susceptibilty.

(12.123)

(12.124)

(12.125)
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Suppose r > 0 and the deviations from equilibrium ¢ = 0 are small enough to ignore the
interaction, permitting us to temporarily set u = 0. In this case, F is a simple quadratic function of
)¢rq and the probability distribution function is a simple Gaussian

=Zlexp|- Z —qulz
= P 25,
q

kBT _ kBT/C
s +r e

plyl=2"exp {—'g > gl (s* + 1)
q

where

Sq =gl = (12.126)
is the variance of the fluctuations at wavevector q and & = +/s/r is the correlation length. This
distribution function is known as the “Ornstein-Zernicke” form for the Gaussian variance of the
order parameter. This quantity is the direct analog of the Green’s function in many body physics.
Note that

e Forg>>é¢7!, AP 1/¢? is singular or “critical”.

e Using (12.19) we see that the fluctuations of the order parameter are directly related to its
static susceptibility. S q = kpT xq. This is a consequence of the fluctuation dissipation theorem
in the classical limit.

e S, resembles a Yukawa interaction associated with the virtual exchange of massive parti-
cles : V() = 1/(¢> + m?). Indeed, short-range nuclear interactions are a result of quantum
fluctuations in a pion field with correlation length & ~ m™".

Next, let us Fourier transform this result to calculate the spatial correlations:
Sqbq-q

1 ———
V Z <¢7q¢q,> el(q x'—qx)
9.9

_ d‘lq kT /c i)

@my g* + &7

S(x = x') = (Y)Y (x"))

(12.127)

where we have taken the thermodynamic limit V' — co. This is a Fourier transform that we have
encountered in conjunction with the screened Coulomb interaction, and in three dimensions we
obtain

kgT e X-X1/¢
4rs |x — x|

Sx-x) = , (d=3)

Note that:

e The generalization of this result to d dimensions gives
e~¥l¢

S(X)NW

where Ginzburg Landau theory predicts n = 0.
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Figure 12.11: Length-scales near a critical point. On length-scales & >> x >> &, fluctuations are
critical, with universal power-law correlations. On length-scales larger than the correlation length
&, fluctuations are exponentially correlated. On length scales shorter than the coherence length &,
the order parameter description must be replaced by a microscopic description of the physics.

e S(x) illustrates a very general property. On length scales below the correlation length, the
fluctuations are critical, with power-law correlations, but on longer length scales, correlations
are exponentially suppressed. (See Fig. 12.11).

e Ginzburg Landau theory predicts that the correlation length diverges as
Exc(T-T)”"

where v = 1/2. Remarkably, even though Ginzburg Landau theory neglects the non-linear
interactions of critical modes, these results are qualitatively correct. More precise treatments
of critical phenomenon show that the exponents depart from Gaussian theory in dimensions
d<4.

12.8.1 Limits of mean-field Theory: Ginzburg Criterion

What are the limits of mean-field theory? We studied the fluctuations at temperatures 7 > T, by
assuming that the non-linear interaction term can be ignored. This is only true provided the ampli-
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tude of fluctuations is sufficiently small. The precise formulation of this criterion was first proposed
by Levanyuk[25] and Ginzburg[26]. The key observation here, is that mean-field theory is only
affected by fluctuations on length-scales longer than the correlation length x >> £. Fluctuations on
wavelengths shorter than the correlation length are absorbed into renormalized Landau parameters
and do not produce departures from mean-field theory. To filter out the irrelevant short-wavelength
fluctuations, we need to consider a coarse-grained average ¢ of the order parameter over a correla-
tion volume £¢. The Ginzburg criterion simply states that variance of the averaged order parameter
must be small compared with the equilibrium value, i.e

" = f|  OUIO) << 4} (12.128)

Since correlations decay exponentially on length-scales longer than &, to get an an estimate of this
average, we can remove the constraint |x| < & on the volume integral, to obtain

. Sao _ ke
o7 f dxEUOO) ~ =5 =

Now substituting y7 = 1 ~ j—‘é we obtain

80> kgTe u
o

or

2
§4’d<< ‘ .

kBTc
Let us try to understand the meaning of the length-scale defined by this expression. Multiplying by
this expression by §g’4, where & = /s/(aT,.) is the coherence length, we obtain the dimensionless

criterion
(aTe)?

—_——
£\ 26t aT,
R <<&l =&
o ukpT, ukp

Now from (12.11 ) we recognize the combination “ZMT‘ = 8ACYy as the jump in the specific heat, so

that the Ginzburg criterion can be written in the form

4-d
gk
o kp

where we have dropped the factor of 8. The quantity S = Acvfg , has the dimensions of entropy,
and can be loosely interpreted as the entropy reduction per coherence volume §g associated with the
development of order, so that S g /kp = In W is a logarithmic measure number of degrees of freedom
W associated with the fully-developed order parameter.

S = ACV%’ Ginzburg Criterion, (12.129)
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For models with d > 4, the Ginzburg criterion implies that large correlation lengths are good
and in this situation, as the correlation length diverges close to the critical point, mean-field theory
becomes essentially exact. The dimension dyy = 4 is called the upper critical dimension. In a
realistic situation, where d < dy = 4 d < 4, &~ diverges as the critical point is approached, so
for d < dy = 4, the Ginzburg criterion sets an upper bound on the correlation length and lower
bound on the distance from the phase transition. If we rewrite £/& = |AT/ T.~'/2, the temperature
deviation from T, AT must satisfy the requirement

ar (S g/ k) @2 (12.130)
T(‘
for mean-field theory to be reliable.

From the above discussion, it is clear that systems with a large coherence length will deviate
from mean-field theory only over a very narrow temperature window. Examples of systems with
large coherence lengths are superconductors, superfluid He — 3 and spin density waves, where the
ratio between the transition temperature and the Fermi temperature of the fluid kg7 /er << 1. For
example, in a superconductor, the entropy of fondensation per unit cell is of order kz(e/A), where
A ~ 3.5kpT, is the gap, while the coherence length is of order v /A ~ a(er/A), where vi ~ €ra is
the Fermi velocity, so that the entropy of condensation per coherence length is of order

ASG kg ~ (Alep) X (er /A ~ (er/A)

and the Ginburg criterion is

|AT|

T,
in three dimensions. Similar arguments may be applied to charge and spin density wave materials.
For a typical superconductor with 7. ~ 10K, A ~ 30K, ex ~ 10°K, this gives % ~ (1079* ~
10720, far beyond the realm of observation. By contrast, in an insulating magnet the coherence
length is of order the lattice spacing, a and the “Ginzburg entropy” is of order unity so AT /T, ~
1. These discussions are in accord with observations. Superconductors and charge density wave
systems display perfect mean-field transitions, yet insulating magnets and superfluid He — 3 display
the classic A-shaped specific heat curves that are a hall-mark of a non-trivial specific-heat exponent
a.

>> (A ep)?

129 Exercises

1. Show that the action of U(¢)ei”5N on a coherent state, |¢) = U'(¢)|y) uniformly shifts the phase of the
order parameter by ¢, i.e.
B@IP) = w(0e?|p)
so that
.d s
—t%\qﬁ) = Ni¢)
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Solution:

(a) Let us begin by showing that U(¢)J' (x)U(¢) = e'¢if(x). Since ' adds a particle to a state, it
follows that
Tl Ny = [B,N + 1).

where |, N) and |8, N + 1) are states with N and N + 1 particles, respectively. But then
VBN
51 s N) = VDG e, N) = 451 e, N)
Since this holds for all states |a, N), it follows that
U@F U (@) = 47 (x)

(b) Letus write out |¢) = U(¢)ly) explicitly:

U@)l) = U(¢) exp [ f d"xn/z(x)«/i*m] U (#)0)

where we have sneaked in a U' () just before the vacuum, since U'(¢)|0) = [0). Using the
identity UeAU" = ¢UAU", we can move the unitary operators inside the exponential

07 (x)

exp f dxy() U (U (@)|10)

u@w)

exp [ f AW (x)[10) (12.131)

corresponding to a coherent state where ¥(x) — ¥(x)e' has picked up an additional uniform
phase.
(c) Since |¢) = e["’NILp), differentiating both sides with respect to ¢, we obtain

iNeioN
—_—

d d [ R N
. _ i _
g9 =ig [e“¥] 1y = Nigy).
Since this holds for all such coherent states, it follows that N= —id%.

2. Consider the most general form of a two component Landau theory
. r s
SW = 57 +93) + S0 = 92) + u@] +93)" + (] = Y3) + usyiys
(@)

Rewrite the free energy in terms of the amplitude and phase of the order parameter to demon-
strating that if s, u, or us are finite, the free energy is no longer gauge invariant.

(b)
(©
(d)

Rewrite the free energy as a function of  and *.
If s > 0, what symmmetry is broken when r < 0?

Write down the mean field equations for s = 0,7 < 0.
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(e) Sketch the phase diagram in the (u2, u3) plane.

3. Consider the more general class of Landau theory where the interaction u can be negative:

. .
W) = GFW1 = 507 + gt + ugy® — hy

T2
(a) Show that for h = 0, u < 0, r > 0 the free energy contains three local minima, one at ¢ = 0 and
two others at i = i, where

gt ) o
07 Bug 3ug 6ug
(b) Show that for r < r, the solution at ¢ = 0 becomes metastable, giving rise to a first order phase

transition at

u?

re= e
(Hint: Calculate the critical value of r by imposing the second condition f[y;] = 0. Solve the
equation f[] = 0 simultaneously with f"[¢] = O from the last part. )

(c¢) Sketch the (T, u) phase diagram for h = 0.

(d) Forr = 0but h # 0 show that there are three lines of critical points where f'[y] = f”[y] =0
converging at the single point » = u = h = 0. This point is said to be a “tricritical point”.

(e) Sketch the (h, u) phase diagram for r = 0.
4. We can construct a state of bosons in which the bosonic field operator has a definite expectation value
using a coherent state as follows

W) = exp [ f d-‘xW*(x)J 0.

The Hermitian conjugate of this state is (| = (Ol & xbw

(a) Show that this coherent state is an eigenstate of the field destruction operator: J(x)[r) = yl).

(b) Show that overlap of the coherent state with itself is given by (%) = ¢V, where N = V|y[* is
the number of particles in the condensate.

(c) If
s " 4
H= f d"x[w%x) (—%VZ —;1) Y+ U ¢ @)’ :
is the (normal ordered) energy density, show that the energy density f = %(H), where

iy = THD)
@

is given b,
given by - ' ,
f=—pl” + Ulyl™.

providing a direct realization of the Landau Free energy functional.

5. (Systematic derivation of the Ginzburg criterion).
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(a) Show that the Ginzburg Landau free energy (12.125) can be written in the form

F = % f A d (Y g (8 = () + f dxp(x)*. (12.132)

where

,ygl(x’ —x0)=6x-x) [—sVz + r]
is inverse of the susceptibility. The subscript “0” has been added to y~! denoting that is the
“bare” susceptibilty, calculated for u = 0.

(b) By identifying the renormalized susceptibility with the second derivative of the free energy, show
that when interactions are taken into account

&F
SY(xX)SY(x")

(Hint: differentiate (12.17) with respect to ¢(x) and take the expectation value of the resulting
expression), so that in momentum space

Xo' (W —x) = ( )= 6 - 2[5V 41+ 1202

Xq = sqz +r+ 12u<1p2)r

where ()7 = S(x — X')lx=y is the variance of the order parameter at a single point in space,
evaluated at temperature 7.

(c) Show that the effects of fluctuations suppress 7, and that at the new suppressed transition tem-
perature T}

d’q ksT}/c

r=ro=a(l; = Tc) = =12u(y?)s: = —12u o g

so that
— 2
Xa' = g%+ (= ro) + 12u [P - WP |
Notice how the subtraction of the fluctuations at T = T renormalizes r — r —rg = a(T = T;).
‘What is the renormalized correlation length?

(d) Finally, calculate the Ginzburg criterion by requiring that |[r —ro| > 12u [<Lp2) - (n//2>-r;], to obtain

&2
g +E?
The term inside the square brackets on the right hand side results from the renormalization of
r — r—ry. Notice how this term only involves fluctuations with ¢ <¢71, i.e the long-wavelength
fluctuations of wavelength greater than ¢. What has happened to the short wavelength fluctua-
tions

Ir = rol d'q kgT}
4u Qnyd ¢

(12.133)

(e) By approximately evaluating the integral on the right-hand side of (12.133) obtain the Ginzburg
criterion:
r = rol kgTy 1
— <<
u s f‘l’z

6. Properties of a coherent state.

Show that a coherent state ) = ¢**'|0) can be expanded as a sum of Harmonic oscillator states
— L iy 3
n) = m(a )"|0), as follows
o
fyln)

V!

lay =10) +all) +...
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(b) Show that (a*|a) = €, so that a normalized coherent state is given by
oy = e 260 |y

(c) Show that the probabilty of being in a state with n particles is a Poisson distribution

n!

pln) = e M, A= laf

Note that a Poission distribution has equal mean and variance : (N) = (§8?) = 1
(d) Show that when @ = VA,, 9% = L

>N TN
(e) Show that when the superconducting order parameter is written in terms of its amplitude and
phase, ¥ = |y]e, that the Ginzburg Landau free energy of a superconductor separates into a
phase and an amplitude component.

fe-sgaf = pelomifro- 28

2
VI + 1P (V- 2a) (12.134)

Use this expression to rederive an expression for the current in terms of the phase gradient of the
order parameter.
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Chapter 13

Path Integrals

13.1 Broken symmetry, coherent states and path integrals.

In this chapter, we link the order parameter concept with microscopic Many Body Physics by in-
troducing the path integral formulation of quantum many body theory. The emergence of a macro-
scopic order parameter in a quantum system is analogous to the emergence of classical mechanics
in macroscopic quantum systems. The emergence of classical mechanics from quantum mechanics
is most naturally described using wave-packets and the Feynman path integral. We shall see that a
similar approach is useful for many body systems, where the many body “wave-packets” states are
coherent states: eigenstates of the quantum fields.

Chapter 12 introduced Landau’s concept of broken symmetry, embracing the idea of an order
parameter ¥(x). The beauty of the Landau approach, is that it is a macroscopic description of matter:
a length scales beyond the microscopic coherence length &, the emergence of an order parameter
does not depend on the detailed microscopic microscopic physics that gives rise to it. In this chapter
we go beneath the coherence length, to examine the connection between the order parameter and
the microscopic physics of a many body system.

The basic idea of Feynman’s path integral[1, 2, 3], is to re-formulate the quantum mechanical
amplitude as sum of contributions from all possible paths, in which the classical action plays the
role of the phase ¢ = S pyi /1 associated with the path. The amplitude for a particle in a box to go
from state [i) to state |f) is given by

N
—ifl _° path
Gettn= Y exp[z - ]
Pathsi — f
where .
Spath:j;df'(m—H[p,q]) (13.1)

The Feynman formulation is a precise reformulation of operator quantum mechanics. In the classical
limit 7 — 0, the path integral is dominated by the paths of stationary phase, which correspond to
the classical path which minimizes the action.
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T (a(r), (7))

q

Figure 13.1: Illustrating a periodic path in imaginary time that contributes to the partition function
of a single particle.

Feynman’s idea can be extended to encompass statistical mechanics by treating the Boltzmann
density matrix as a time-evolution operator in imaginary time. The trace over the density matrix is
then the sum of amplitudes of paths that return to the initial configuration after an imaginary time
t = ihp:

Z="Tre[e?] = Zoue*f%m (132)
A

1=—ihp
By changing variables to it/ — 7, so that idt/h — dt, and pgdt — pgdt we obtain we see that we
can write this quantity as

Z= ) expl-Sl

periodic paths

where

i
Sg= dt|=—pd-q + H[p,ql). 13.3
E jj T( hl’ q [p q]) ( )

‘We will now discuss a sophisticated extension of this idea to many body systems, in which the
path integral sums over the configurations of the particle fields rather than the trajectories of the par-
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ticles themselves. The key innovation that makes this possible, is the use of coherent states, which
are literally, eigenstates of the quantum field. In quantum optics, such states, sometimes called
“Glauber states”, are used to describe “minimum-uncertainty” wave-packets of photon fields[4].
For a single boson field, a coherent state is given by

Iby = &[0 (13.4)

where in this chapter, we use the roman b and b' to denote boson operators, reserving the italic
b and b for the corresponding eigenvalues. Now [0) is a harmonic oscillator ground-state defined
by bl0) = 0, and it forms a a minimum uncertainty wavepacket centred around the origin of phase
space. By contrast, the state |b) is the result of translating |0) so that it is centered around the point
(¢, p) in phase space, where b = (¢ + ip)/ V2T incorporates both variables into a single complex
variable (see problem 14.1). Paradoxically, though the state is an eigenstate of b = (§ + ip)/ V2h, it
is not an eigenstate of either § or p. In a many body problem the fields J/(x) are defined at at each
point in space and in the corresponding coherent state |¢)

()|g) = d(x)|). (13.5)

We can still use the definition (13.11) for a coherent state, but now
bt = f dx §f (0)p(x), (13.6)

coherently adds a boson to a condensate with wavefunction /(x). (See example 12.33 and exercise
12.6.) These states are the “wavepackets” of many body physics. With care, we can use them as a
basis set in which the matrix elements of the Hamiltonian are obtained simply by replacing the field
operators by their expectation values. Using this procedure, the partition function can be re-written
as a path integral in which ¢(x, 7) defines a “history”, or path over which the field at point x evolves,
and (Fig. 13.2), .

7= Z o SEIB1, (13.7)

periodic paths

By convention, we denote the complex conjugate of ¢(x) by ¢(x). In chapter 3, we introduced
motivated particle field operators of particles as the quantization of the single particle wavefunc-
tion, identifying ¢(x) ~ g, ihip'(x) ~ p as the corresponding canonical position and momenta
co-ordinates. Using this analogy the many-body analog of the kinetic term in (14.3) is

i -
—£P5Tq ~ G(x)B-p(x), (13.3)
so the many-body analogue of (13.3) is expected to take the form
Sp= f@ dtd’x [$(x, T)0:d(x, T) + H[, ¢]] . (13.9)
0

where H is the many-body Hamiltonian, with field operators replaced by the c-numbers ¢ and ¢.
Infact, as we’ll see, this is precisely the form that is obtained when the quantum partition function is
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2011

Figure 13.2: Tllustrating how the operator field at each point in space is represented by a trajectory
inside the path integral.

expanded in terms of coherent states |¢(x, 7)) [5, 6, 7]. Furthermore, time-ordered Green'’s functions
can also be re-written as an average under the path integral, so that

PN 1 -
TIOF @) = 3 exp| =S pun #(DF)

path

where /(2) is the complex conjugate of ¢(2). In this way, the quantum mechanics of the many body
system is transformed from an operator formalism, into a statistical description, with each with each
space-time configuration of the fields weighted by the action.

Remarkably, this approach can be extended to include fermions, using an idea of Julian Schwinger
[8] that generalizies the concept of “c-numbers” to include anticommuting Grassman numbers. For
fermions, the numbers y/(x) appearing in the coherent states must anticommute with each-other.
They are thus a new kind of number, which requires some new algebraic tricks. Moreover, we’ll see
that that we can evaluate the corresponding path integral for all non-interacting problems. This is
already a major achievement.

A final aspect of path integrals, is that interacting problems can be transformed, by the method of
“Hubbard Stratonovich” [9, 10], into a problem of “free” particles moving in a fluctuating effective
field. This technique provides an important tool for the study of broken symmetry phase transitions.

Zinteracting — leath integral of fermions moving in field A (13.10)
(A}

where {A} denotes a given configuration of the symmetry breaking field A.
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13.2 Coherent states for Bosons

To demonstrate the path integral approach, and its derivation using coherent states, we will start
with the bosonic path integral. As a warm up for path integrals, we need to establish a few key
properties of the bosonic coherent state. We start by considering the coherent state of a single boson
operator b', given by

by = b0y, (13.11)
where b is a complex number. This state is an eigenstate of the annihilation operator
blb) = blb). (13.12)
We can also form the conjugate state N
(Bl = (0le". (13.13)

which is the eigenstate of the creation operator,

(@Ib" = (b,
where b is the complex conjugate of 5. Although b and b are complex conjugates of one-another,
they are derived from two independent real variables, and when we integrate over them we need a
double integral in which we treat b and b as independent variables. The “bar” notation is adopted
by convention to emphasize this linear independence.

A coherent state describes a condensate with an indefinite particle number. If we decompose it
into eigenstates of particle number n by expanding in powers of b we obtain

A b"
by = >, — 710y = 3 = (13.14)

where |n) = (G IO) is the eigenstate of the number operator 71 = b*bh. In this way we see that the
amplitude for a coherent state to be in a state with n particles is

bVl
$u(b) = (nlby = —. (13.15)
Val
Similarly,
_ "
bl= ) ——ml, (13.16)
2ot
and B
b b (13.17)
blmy = — .
Vim!
From (13.14) and (13.16), the overlap between the two states (by| and |by) is given by
/rm b i
(Bylbo) = Z— <m|n>— Z (b‘bZ) =M, (13.18)
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13.2.1 Matrix elements and the completeness relation.

Remarkably, even though coherent states are non-orthogonal, they can be used to great effective-
ness as a basis (an overcomplete basis), in which the field operators are diagaonal. There are two
important properties of the coherent state that we shall repeatedly use to great advantage:

e Matrix elements. Matrix elements of normal ordered operators 0[]3*, B] between two coher-
ent states are obtained simply by replacing the operators b and b by the c-numbers b and b
respectively:

(B1lOIB, BlIb2) = OlB1, ba) X (Bilb2) = Olb1, ba] x " (13.19)

o Completeness.

The unit operator can be decomposed in terms of coherent states as follows

i= Z 1bXB, (1320
b,b

where!

dbdb b
Z f -bb (13.24)
i ¢
is the normalized measure for summing over coherent states.

We present a detailed derivation of these two results in appendix 14A, continuing now to use
them to derive a path integral.

! Note: In quantum optics, one often encounters the “normalized” coherent or Glauber state,

| =
1b,Byy = > b0y = ,fimj/zlb) (1321
v i g3
This affords the advantage of a simpler completeness relation
1= fdﬁdh b, D) (b, by, (13.22)

but unfortunately, the matrix elements of normal ordered operators now assume a more complex form,

(b1, BiOD, Bz, ba)y = PPN PRRROG, b), (13.23)
The prefactor in this expression vanishes if b; = b,, but our use of completeness in the derivation of the path integral
forces us to include paths where b, and b, are completely independent. For this reason, while Glauber states are a useful

mnemonic device for remembering completeness, this book chooses to use coherent states without the normalizing pre-
factor.
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p()
0.12 1] coherent state |) with state [f), then
dbdb b
- f@ = [ G s, (1326)
2ni
008
Solution: Write the function f(a) as the overlap of state ( f| with state |@), f(@) = (fl@). Now
006 insert the completeness relation into this expression to obtain
004 _
o dbdb = -
{floy = (fllle) = f?<f|b><b|a)€ o
002 2y
dbdb Bl
= f S Fb)e’@™. (13.27)
T 234567 8 91011121314151617 18192021 22 g
Note the useful identity ~
e . T db -
Figure 13.3: Probability distribution function for a coherent state with bb = ng = 10. S —b) = f %ebm b, (13.28)

Example 13.3: Using the completeness relation, prove that the trace of any operator (not

necessarily normal-ordered) A[bT, b is given by
Example 13.1: Prove that in a coherent state |b), the probability p(n) to be in a state with n

particles is a Poisson distribution with average particle number ny = (i) = bb, and variance _ dbdb _j, -
(6n?) = ny, where A= Z<b|A|b> - fﬁe " BlAlb) (13.29)
(1 3 bb
p(n) = ;(bb)"e"”’, (13.25)
Solution: Solution: Tn the particle-number basis, the trace over A is given by
To calculate the normalized probalility to be in a state |n), we calculate TH[A] = Z (nlAln) = Z (A (13.30)
Kb 1 o 3 o
pln) = "2 = = (Bby'e ™.
(b|b) n! From completeness,
The average particle number is Omn = ;(ﬂlbxblm)
— _ L zoon 86 _ 7, b 1w 3 so that
ny = n;m np(n) = ";m —;Bb"e™ = bbe ";m —(BbY" =Bb )
- : , THAl = ) (nlb)Bim)miAln)
Now i b.bnm
_ _ N - =1 =1
(W =hy= ) n(n-p(n) = (bb)* (Bby' e = (bb)* = my e
e Zz‘; B=2 = > Bim)ml Aln)nl b)
so that (@) = ng(np + 1) and hence (6n®) = (#*) — n2 = ny. Notice that (5n*)/(n)*> = 1/ny. b'b"”'f dbdb -
When ny is large, the distribution function becomes Gaussian and resembles a delta function in = Z(bIAIb> = f We"’b(blAIb) (13.31)
the thermodynamic limit. bb
Example 13.2: Using the completeness relation, prove that if f(«@) = (fla) is the overlap of
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Table. 1. Boson Calculus.

r=4

(blb) = P Over-complete basis.
dbdb g .
Completeness f ot ) [b)b| = 1 Completeness relation. t AT

Tr{A] = f dzb—i_l,e’zb(l}lﬁlh) Trace Formula.

. = el
Gaussian fl_l dbfdb.i[[z’y.A.B—j-b—BjJ _ oLl
J

Integrals 2mi detA

13.3 Path integral for the partition function: Bosons

We now develop the path integral expression for the partition function of a single boson field, with
a normal-ordered Hamiltonian A [BT, B]. Our key result, to be derived is

Figure 13.4: Tllustrating the division of the trajectory into N time slices.

7 = f Db, bleS This is a huge step forward, which transforms the time-slice into a purely algebraic expression.
B ’ Let us now put this all together. The time-sliced partition function (13.33 ) is first written
B
s = f dr(i;a,h + H{b, hJ) (1332) dowdb )
0 7 = f ;V 20 Bl (27)" gy (13.36)
i
Path integral for the Partition Function

where we have relabelled b — by, b — by in (13.33). Next, between each time slice, we now
All of our results can be simply generalized to include many different bosons. We begin by writing introduce the completeness relation,
the trace required for the partition function in a coherent state basis, as dbodb
— T= [ == ppe?ih=1. (13.37)
dbdb 3, - f i =2
Z="Ti[e ] = f S¢ Bl (13.33) 2 !
i
. so that the partition function becomes
Unfortunately, e ##°"%1 is not a normal-ordered operator, so we can’t just replace the boson opera-

tors by their c-number equivalents. To achieve such a replacement, we divide the Boltzmann factor 7 = f‘ﬂ_”"dbo Bule™™ x 1. xe ™™ x1,  x-x1, % e'ATHlb())e'L'\’b"
ePH = U(B) (Fig 13.4) into a large number N tiny time-slices of duration AT = /N, 2ni . - - -
7 —bibj (T, 1,~ATH
o BH — (efATH)N (13.34) = fIDN[b, b] ﬂe Pihile™ ™ b j-1). (13.38)
j=

Since H is normal ordered, e ®™ = 1 — At : H : +O(A7?) so that e ™ and : e 7 : only differ
at second order in Ar. Thus, to an accuracy O(A7?) = O(1/N?) per time slice, we can replace the
boson operators by c-numbers in each time slice.

Notice that we have identified by = by and by = by. We have also introduced the short-hand
notation
dbdb;

Dulb,b1 = 2ni

(13.39)

.::l2

(Bl "By 1y = explbybjt — AcHIB; bj]| + (AT). (13.35) !
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for the measure.
Inserting expression (13.35 ) into (13.38), we then obtain

N
D (Bithy = bj1) + ATHIbj, b 1)
Jj=1

+ O(NAT?), (13.40)

fDN[b blexp |-

where we have grouped the errors from all N time slices into a final term of order O(NAT?) =
O(1/N). Since this error vanishes in the limit N — co, we may thus write

zZ = lim fDN[B,b]exp[—SN]

Sy = ZA( ®; _bf ) H[B,,bj_l]) (13.41)

This is the path integral representation of the partition function for a single boson field. Let us pause
to reflect on this result. The integral represents a sum over all possible “histories” of the field,

b)) = (bi,bs...by),
b(rj) = (b1,bs...by), (13.42)

This kind of integral is also called a “functional integral”, because it involves integrating over all
values of the functions b(7). When we take the thickness of each time slice to zero, the discrete
functions b(t;) = b; become functions of continuous time. Our identification of by = by and hence
by = by implies that the set of complete functions that we sum over is periodic in time:

b(t) = b(t + ), b(t) = b(r + B), (13.43)

This is a new type of integral calculus - rather than integrating over all points on a line, we are inte-
grating over all possible values of a function. We call these integrals “path integrals” or “functional
integrals”. Just as in conventional integral calculus, at some point we reserve a special notation for
the continuum limit

Dy[b,b] — Db, b].

Assuming that the continuum limit is indeed a well-defined limit, we now replace

N B
ZAT - f dr,
=1 0
- (bj - bj,l)
AT

bj — b(1), b — bdyb,
Hlb;,bj1] — HIb,b]. (13.44)
These brash replacements hide a mountain of subtlety. Unlike a conventional integral, there is
no sense of “continuity” associated with the field b(7): inside the functional integral the paths we

sum over are jagged noisy objects. However, if we look at their typical noise spectra, they have a
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characteristic frequency. For a Harmonic oscillator, this is just the frequency of oscillation w, but if
we include interactions, there will typically be a spectrum of such frequencies with some minimum
frequency wy. The continnum limit will develop provided woAT << 1.

The limiting value of the path integral is then written

Z = f D[z, ble™S

s = f dT(Ea,b+H[B,b]) (13.45)
0

The simplest example of such a path integral is the non-interacting Harmonic oscillator, in which

H = ebb. For this case,
_ B
z-= f Z)[h,h]exp[— f d‘rh(@,+e)b
0

This is an example of a “Gaussian” path integral, because the action is just a quadratic function
of the fields, and we’ll shortly see that we can evaluate all such path integrals in a close form.
It should be clear that this derivation does not depend on whether there are interaction terms in
the Hamiltonian. We could equally well consider the case of the anharmonic oscillator, written in
normal-ordered form as

(13.46)

H:ef)*f)-%—g:(f)-%—f)*)“:

The partition function for this case is now

_ B _
= f DIb, b] exp [— f dr (b(0- + €)b + gb + h)“)]i
0
This is probably the simplest example of an “interacting” path integral.

13.3.1 Many bosons

The derivation of the last section is easily generalized to include many bosons, with a Hamiltonian
H[b%,,b,1, by using a multi-variable coherent state

Ib) = exp {Z E*m] :
A

Since this is just a product of coherent states, we can simply extend the completeness relationship
as product of the measures for each individual boson

i= Z 1b)b| (13.47)
b,b

where now

Z _ f db,db, obiba
2 2ni

b.b
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The procedure of developing the path integral is exactly the same: we subdivide the interval into N
time slices, approximating e~ by its normal ordered form. The resulting path integral is formally
very similar,

zZ = f DIb,ble™S
do S B1d.by + Hiby, b, 1348
f T(Z 10:b) + HIb, 1J) ( )

Path integral for the partition function: many bosons.

)
1}

where the measure is now a product of the measure for each boson field,

Db, bl = [ | DIba, bal
A

For example, the path integral for a gas of free bosons with Hamiltonian H = Y wi b’ by has the
action
B _
S = f [Z B0y + wk)bk].
0 1%

13.3.2 Time-ordered expectation values

In addition to providing equilibrium thermodynamics, the path integral can also be used to calcu-
late time-ordered expectation values. The division of time into N time-slices using coherent states
can also be carried out for the evaluation of arbitrary time-ordered products of fields - and when
we do so, we discover that the time-ordered product of fields maps onto a path integral over the
corresponding c-number product of fields. Thus for the two-point Green’s function

[ DIb, ble™S b(2)b(1)

G2 - 1) = ~(Tb@)b (1)) = - D51

(13.49)

where we have used the notation 1 = (71, X1, {1;}) to denote the continuous and discrete variables

associated with the boson field. In this way, time-ordered products of operators become weighted
averages of c-numbers inside the path-integral. The operator form for the Green’s function is writ-
ten in terms of the Heisenberg fields and to convert it into a path integral, we need to rewrite the
Heisenberg field operators in terms of the Schrodinger fields,

by (2) = ™bg (2)e 1™
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where the time argument 75 of the Schrodinger field bg(2) is a dummy variable. Now with this
device, the Green’s function can be transformed to the Schrodinger representation as follows

G2-1)

1 f
—ZTr[e’/jHT{bH(Z)b'H(l)}]

= —%Tr[e*ﬂ”T{eﬁ”Bs(2)e*’2”e“”13“'5(1)e*“”}]
=~ TT{UE - bs U - b s(HUE|]

= 7 {UEbs )B's (1] (13.50)

where U(t) = ¢~ 7 is the time-evolution operator. To write the Green’s function as a path integral,
we now expand the time-ordered trace in terms of N time slices, introducing the Schrodinger op-
erators at the time-slices 7; and 7, which corresponding to 71 and 7, respectively. Here’s where
coherent states work their marvellous magic, for we can rewrite the destruction operator as

. . dbby _
bs(r) = bs(ro) x 1, = f S ¢ b0 bl (13.51)
and similarly -
5 e =1 xb ez [ 2P bbin b b
s@)=1;xbs@)= | F=Le ) by bl (13.52)

so that inside the path integral, BS (Z)BTS(I) — b(2)b(1) and
TrlT{U(ﬁ)Bsa)B*s(l)}J = f DIb, ble™* b(2)b(1)
from which the path integral expression for the Green’s function (13.49) follows. We can easily

extend these results to all higher moments, quite generally, mapping time-ordered Green functions
onto the corresponding moments under the path integral

[ DIb, ble™S b(1)b(2) ... b(2")b(1")
[ DIb, bleS

(TH(BQR)...b @B (1) = (13.53)

In this way, the path integral maps a system of interacting particles onto a statistical mechanics
problem, with distribution function e~ .
13.3.3 Gaussian path integrals

An important class of path integrals are the “Gaussian path integrals”, in which the action is a
quadratic functional of the fields. For example, for for free bosons Hamiltonian A = bf o/10sbp the
action is

Sg= f drbo(Br + hap)bg = fﬂ dth(d; + h)b (13.54)
0 0
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Remarkably, all Gaussian path integrals can be evaluated in a closed form and the key result is
_ B
ZG = fD[b, blexp [—f dth(d; + h)b] = [det(d; + B)]™! (13.55)
0

Bosonic Gaussian Integral

To understand this result, it is helpful to think of the function b,(7) = b; as a huge vector labelled
by the indices & = (@, 7). From this perspective, a Gaussian action is a vast matrix bilinear

Sg= Z bo(T)YMap(r, T )b(t) = b - M - b, (13.56)
(a,7), (B,T')
where
Mop(t,7') = 6(r = T') Dz + hap). (13.57)

You may be worried about the notion of treating time-integration as a summation. To assuage
your doubts, it is useful to re-write S g in the frequency domain, where summations over time are
replaced by discrete frequency summations. Since b(t) = b(r + ), the Bose field can always be
represented in terms of a discrete set of Fourier components,

1 .
ba(7) = —= ) ba(ivy)e™. (13.58)
53
In this basis
[M(T = 1)]ap = 6(t = 7)Y + hap) — (—iViSag + hap) = M(ivy) (13.59)

so the action becomes a discrete summation over Matsubara frequencies
Sg= Z Bn(iv,,)(—iv,,éuﬂ + haﬂ)b/j(iv,,) =b-M-b (13.60)
iva

To integrate a Gaussian path integral, we employ the general result for a multi-dimensional
Gaussian integral

dbodba vy |
—_— o My = 13.61
f l:[ i < det[M] s

where M is a matrix with non-zero eigenvalues. To prove this result we transform to a basis where
M is explicitly diagonal. Letb = U -a,and b = a- U', where U = U, is the unitary matrix that
diagonalizes M, then since U"'mMaﬁ Upy = mad,p , where the m, are the eigenvalues of M,

I_JnMnﬁbﬁ = a,mya,
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is explicitly diagonal. Furthermore, under a unitary transformation, the measure remains unchanged.
To see this, we write the transformed measure using a Jacobian,

_ - 8D, b) _
U dbodby = ]:[ dagdag x Saal " ]:[ dagdag

where unitarity guarantees that the Jacobian is unity:

ut o _
0 U”:l_[da”dan
@

U+

— T =
0 U =Det[U'U] = 1.

Under these transformations, the Gaussian integral becomes diagonal and can be explicitly evalu-

ated:
dbadby 0, fda/lda/l i ( )7' 1
a0 b Maghy — A —manar - - 13.62
f l:[ i ¢ l:[ 2 © Hm" Det[M] (1362)

where, in the last step, we have identified the determinant of M with the product of its eigenvalues,
Det[M] = [],m,. Finally, if we now replace M — 0. + h, we obtain the general relationship given
in (13.55). .

" Det[d; + Al
We can equally well write this in the frequency-domain, where the determinant can be explicitly
evaluated:

Z6 (13.63)

1 1
[T, Det(=ivy + 1) [Tya(=iva + €2)
(13.64)
where the €; are the energy eigenvalues of 4. This expression is most usefully re-written as an
expression for the Free energy

Z6 = f DIb, bl exp [— Z B(iv)(—ivy + Jl)b(ivn)}

Fg=-TnZs=T Z Trln(h — iv)e™ =T Z In(ey — iv,)e™©"
n nA

where we have used the identity In DetA = TrIn A and have introduced the convergence term e”" .
This term is motivated by the observation that derivatives of the partition function represent equal
time expectation values, which are the expectation values of time-ordered operators at an infinitesi-
mally negative time.

In ending this section, we make one last identification. For a diagonalized non-interacting
Hamiltonian, the bosonic Green’s function is given by

G (iv) = S (ivy — €)' (13.65)

So we can identify (-iv, + €)) = -G~ !(iv,) = =G, as the inverse Green’s function. Since this
identity holds in any basis, we can identify (8; + h) = —G~! in the time domain. An alternative
expression for the Gaussian integral is then

1

B
= b — (-G ! = —
Zc _fD[b,b]exp[ fo (-G )b] G (13.66)
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If we take logarithms of both sides, we may write down the Free energy in terms of the one-particle

Green’s function we see that

— -1
F = TnDet[-G~'] = TTrIn[-G~']. (13.67) G =@l (e

This expression enables us to relate the Green’s function and Free energy without having to first
diagonalize the Hamiltonian G~!.

If you are uncomfortable with treating integrals over the time-domain as a matrix multiplication,
you can Fourier transform (13.71), writing

Ga—7)=T ) Glivye ™ (13.75)

Example 13.4: Use the equation of motion, 6,!3(1) =[A, f)(l)] to confirm that for a free system

of bosons, where A = b'hb = BTnhaﬁbﬁ, the Green'’s function is given by G = —(d, + h)~'. o i) = —fify £l e ({172 emomee

Solution: The boson Green'’s function is given by (iva — h) - G(ivy) = 1 (13.76)

G(1 -2) = <(Tb(1)b'(2)) (13.68) and hence

» i , Gliva) = (iva = W)™ (13.77)
The time-dependence of the Green’s function has two components - a smoothly varying term

derived from the time-evolution of the bose field and a discontinuous term derived from the which is the Fourier transform of (13.74).
derivatives of the time-ordering operator. To see this, let us first expand the time-ordering
operator in terms of € functions,

G(1 = 2) = (b (2)8(r1 - 72) = (B'@)b(1))8(r2 - 1) (13.69)
Example 13.5: Calculate the free energy of free bosonic gas, where A = 3 b7 by using the

If we now take the derivative w.r.t. time, we must take account of the discontinuity in the theta .
path integral method.

functions. Using , 8:0(t) — 12) = 6(71 — 72) and 9.0(t, — 71) = —6(7 — T2), we obtain
Solution: We begin by writing the action in the Frequency domain as

2:G(1=2) = (BB @) = )+ BT @B = 7)) = (TaHDE ) Se = =3 bl )Gk i) bk, i)
6(1-2) [HB)] Kiv,
e CTRA iv) L = iy, —
= (b1, B @otr, - 73) (T a:6(1)b'() el WE=C )
= -6(1-2)-(T[H, b(l)]bf(Z)). (13.70) The partition function is given by
where we have simplified the first term using the canonical commutation relations -BF _ 1 (13.79)
det[-G~1] ’
(161, BT @)16(r1 = 72)),, = [be. B516(r1 = 72) = G0pb(1 = 72) = 6(1 = 2)p. -
_ G- - 0t
and used the equation of motion, d:b(1) = [H, b(1)]. The commutator between the Hamiltonian 1 = MADI=E™) = =G Tl; In(e = ivn)e™™, (55,
and the boson field is T
s where we have introduced the convergence factor e”*" and used the identity In Det[A] = Trln A.
A A o oot a ’A—’”:T A A A Carrying out the frequency summation using complex contour methods, we have
[H,b(1)], = [H,be] = —[ba, b ahgbg] = = [ba, b al hagbg = —hegbg = —[h - b(1)]a dz
so putting this all together, we have F==- ; fﬁ %n(z) In(&—2) (1381
3:G(1-2)=-6(1-2)-h-G(1-2) (13.71) where the integral is anticlockwise around the branch-cut on the real axis. This branch-cut runs
out from w = & to positive infinity, with a discontinuity of 2z. Rewriting the integral along this
or discontinuity, we have
(0 + HG(1 —2) = —6(1 - 2) (13.72) 2 ey
If we write this expression succinctly as © Jw o
F=-3 f 0 [ln(ek ~ o+ i8)  In(e— O i6)J ==y f don(w)
(@ + G = ~1. (13.73) ) 2mi e,
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= -T Zk:[ln(l = e’B“’)]: =T Zk:[ln(l — e Py (13.82)

13.3.4 Source terms in Gaussian integrals

Source terms provide a means of probing the correlations and fluctuations described by a path
integral. For Gaussian path integrals, the result of introducing source terms can be evaluated to
obtain

217, J1 f@[z‘y,b]exp{‘ff‘”[z’(f’f+ﬁ)b—7(”)'b(”_i)“)'j(l)]}
exp [_ P arazjnGa - 2)J'<2>]

= Det[d: + Al (13.83)

Bosonic Gaussian Path Integral with source terms

where we have used the schematic notation 1 = (71, X1, {141}), 2 = (12, X2, {41}), to denote the time,
position and all other relevant indices of the boson field and fop dl =3, foﬁ dry f d?X, to denote the
corresponding integration over continuous variables and summation over discrete quantum numbers.
The expansion of the left and the right-hand sides of this expression as a power-series provide the
Wick expansion of multi-particle Green’s functions of the Boson field. Differentiating first the left
and then the right-hand side with respect to j(1) we obtain

1 6Zglj. ) _ J DIb.bleSb(1)

- 4 = _ =By =- | d2G(1 -2)j?). 13.84
Zq1 oih  [pees o jj (=27 (1389

Taking second-derivatives and setting the source terms to zero we obtain

1 6 Zsl), ]
ZglJ. 167(1)5j(2)

~ [ DI, ble™S b(1)b(2)
~ [DIbbles

= (TB1)D'(2))5 10 = —G(1 —2)  (13.85)

J. =0
while higher-order differentials give us the Wick expansion,
Z15. 1651 .6 |5, i

(1) )G = PNG2 = P})...G(n = P))
P

[ DI, ble™S b(1)b(2) ... B(2")b(1")
[ DIb, bleS
(TH(BQR)...bT2HBT(1")). (13.86)
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In this remarkable fashion, the correlation functions of non-interacting bosons in imaginary time
are identified with the classic properties of Gaussian-distributed random variables.
To prove (13.84), we take (13.61) and shift the integration variables inside the integral

b—b-Mj b—ob- M, (13.87)
Under this simple shift, the measure remains unchanged, while the action term b- M - b becomes

b-M-b—o>bB-MY-M-b-M"'j)=b-M-b—G-b+b-)+j-M"-j  (13.88)

Since the integral is unchanged under this change of variables, it follows that

M dbadb B b 1
—J-Mj @8O —(boMopbp—jaba=baja) — 13.89
¢ f U i C Det[M] (13.89)
in other words,
oM

(13.90)

f I badba (b, MygbsTubu-bui)
. 2ni det[M]

If we rewrite this expression by replacing M — —~G~' = (9 + h), we obtain the key result (13.84).
As usual, if you are uncomfortable with the change from discrete, to continuous variables, this
procedure can first be carried out using the discrete variables in Fourier space, followed by an
inverse Fourier transformation back into real space.

13.4 Fermions: Coherent states and Grassman mathematics

‘We now generalize the results of the last section to fermions, using Grassman numbers to set up a
completely parallel derivation of the fermionic path integral in terms of coherent states.

Feynman'’s original derivation of path integrals applied purely to bosonic fields and its extension
to fermions was begun in the 1950s. The idea of using anticommuting numbers, both as eigenval-
ues of fermion fields and as fermionic source terms was proposed in a seminal paper by Julian
Schwinger in 1953[8]. Early proposals for path integrals for fermions were made by P. Matthews
and Abdus Salam in 1955[11] and by David Candlin in 1956 [5]. The first explicit formulation of
the fermionic action in terms of Grassman numbers, with a derivation using fermion coherent states
was made by by J. L. Martin in 1959[6]. The mathematical foundations of fermionic path integrals
were extensively developed in the 1960s by Felix Berezin[12] and the extension of the fermionic
path integral to imaginary time and finite temperature was later provided by David Sherrington and
Sam Edwards[7, 13]. However it is only in the last few decades that the method has become a
commonly used tool in quantum many body physics.

To illustrate the basic approach, we shall consider a a single fermionic field ¢". The coherent
state for this field is

ey = ¢*"°[0)
and its conjugate is o
(@l = (0le*.
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In this text we’ve reserved roman symbols ¢ and & for the creation and annihilation operators, to
delineate them from their expectation values ¢ and c¢. Here ¢ and ¢ are anticommuting “Grassmann
numbers”. Note that in common usage the notation ¢’ is often used interchangeably to describe both
the operator and its Grassman counterpart c.

There are a number of caveats you need to remember about Grassmans. On the one hand, the
quantities ¢ and ¢ are numbers which commute with all observables O, cO = Oc. On the other hand,
to correctly represent the anticommuting algebra of the original Fermi fields, Grassman numbers
anticommute amongst themselves and with other Fermi operators, so that

cf+Jc=0, (13.91)

cc+cc=0,
But ¢ must also anticommute with itself, which means that
2= =0, (13.92)

But how can we possibly deal with numbers which when squared, give zero? Though this seems
absurd, we’ll see that anticommuting or “Grassman” numbers do form a non-trivial calculus and
that ultimately, the leap to this new type of number is no worst and no more remarkable than the
jump from real, to complex numbers.

The main effect of the anticommuting properties of Grassmans is to drastically reduce the set
of possible functions and the set of possible linear operations one can carry out on such functions.
For example, the Taylor series expansion of Grassman functions has to truncate at first order in any
particular variable. Thus a function of two variables, f(c, ¢)

fle.cl = fo+2fi + fic + fiale
only has four terms! The coherent state also truncates, so that

le) [0y +&7c(0)

= [0)+]|1)e (13.93)

so that the overlap between the “n” fermion state (n = 0, 1) and the coherent state is given by
(n=0,1)

(nle) =",

To develop a path integral representation for fermions one needs to know how to carry out Grassman
calculus. The key properties of Grassman algebra are summarized in table 1. In particular, you
will notice that the only formal difference with bosons, is that the measure contains a different

normalization _
dbdb _, f e
§ = — § = dc 13.94
2, = e 2. dedce™, (13.94)

that the trace formula contains an additional minus sign

TrAlp = ) (BlAIb) — Tr{Alr = ) (~ClAle). (13.95)

B,b c,.c

and that both the Jacobian and the Gaussian integral are the inverses of their bosonic counterpart.
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134.1 Completeness and matrix elements
Coherent states are over-complete, for
(@le) = |1 +&&)(1 + 700y = 1 +&c = . (13.96)

2011

Notice the formal parallel with the overlap of bosonic coherent states. To derive the completeness
relation, we start with the identity
fd&dce’z“‘c”ﬁm = Sum> (n,m=0,1) (13.97)

then by writing ¢”* = (n|c), " = (¢|m) we see that the overlap between the eigenstates |n) of definite
particle number is given by

S = (njm) = fdi‘dce_z'”(nlcxilm) ={n| dedce"—'" le)e| lm)y (13.98)

from which it follows that

f dedcle)(ele™™ = 0)0] + [1)(1] =

|—

(13.99)

Completeness relation

Alternatively, we may write

Z lexel = 1
Z = dedce'Z'"

is the measure for fermionic coherent states. The exponential factor e~
normalizing factor to take account of the over-completeness.

Matrix elements between coherent states are easy to evaluate. If an operator A[¢',¢] is normal
ordered, then since the coherent states are eigenvectors of the quantum fields, it follows that

where
(13.100)

cc

= 1/{(¢|c) provides the

(@Ale) = @AE, ¢] = eA[z, cl, (13.101)

(@Ale) = ¢ x c-number formed by replacing A[¢',¢] — A[z, c]. (13.102)

This wonderful feature of coherent states enables us at a swoop, to convert normal-ordered operators
into c-numbers.
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C1C2 = —C€2C

anticommute with Fermions and other
Grassman numbers

Algebra - - -
A A A commute with bosons, anticommute with
cb=bc, cf=—-yc .
Fermi operators.
. - -, = . Since ¢ = 0, truncate at linear order in each
Functions fle,cl = fo +¢fi + fic + fialc variable.
f ==fi - fiot
Differentiation
of = fi + fiac

Calculus

fdcl =0.1=0

f dc =0,
f dcc=d.c=1
(clc) = €€ Over-complete basis.
Completeness f dedee™|e)(e| = 1 Completeness relation.
Tr[A] = fdi'dce’z"(—Z'lAlc) Trace Formula.
. . -1
Ch&}nge of J SRR M Jacobian - inverse of Bosonic Jacobian.
variable & .4 01 ... &
Gaussian fl_[ dede _e—[Z‘.A.Efj,ufaj] — detA x g[;.;rl.j]
j4cj

Integrals j
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The last result we need is the trace of A. We might guess that the appropriate expression is

Tr{A] = ) (@A)

actually - this is almost right, but infact, it turns out that the anticommuting properties of the Grass-
mann’s force us to introduce a minus sign into this expression

Tr[A] = Z<—E|A|c> = f dedee™(—t)Alc) (13.103)

Grassman Trace formula

which we shall shortly see, gives rise to the antisymmetric boundary conditions of fermionic fields.
To prove the above result, we rewrite (13.98) as

Sum = (nlm) = f dedce™*(=elm)(nlc) (13.104)
where the minus sign arises from anticommuting ¢ and ¢. We can now rewrite the trace as

TrA = ) A,
n.

Z f dedee S (—glm){m|Aln)(nlc)

nm

= f dedee™(—t)|Alc) (13.105)

‘We shall make extensive use of the completeness and trace formulae (13.99) and (13.103) in devel-
oping the path integral. Both expressions are simply generalized to many fields c¢; by making the
appropriate change in the measure and by replacing cc in the exponent, by the dot product,

dede — | |dejde, (13.106)
J
cc — ZZ'J'CJ'.
J

13.4.2 Path integral for the partition function: Fermions

This section very closely parallels the derivation of the bosonic path integral in section (13.3), but
for completeness, we include all relevant steps. To begin with, we consider a single fermion, with
Hamiltonian

H=et'e (13.107)
Using the trace formula (13.103), the partition function

Z = Tre P (13.108)

456

228



©2011 Piers Col Chapter 13.

can be re-written in terms of coherent states as
Z=- deNdcleENC' @nlePHler), (13.109)

where the labeling anticipates the next step. Now we expand the exponential into a sequence of
time-slices

N
o BH (E—ATH) . At=B/N. (13.110)

Between each time slice we introduce the completeness relation

de‘ijjJr]|Cj+1)<5‘j|e_zj"’“ =1 (13.111)
so that
B N-1 B N
Z=- f deydey e ]—[da dc e i ﬂ(a e ey (13.112)
j=1 J=1

where the first integral is associated with the trace and the subsequent integrals with the N — 1
completeness relations. Now if we define

C] = —CN+1 (13.113)

we are able to identify the N th time slice with the O th the time-slice. In this way, the integral
associated with the trace

- de‘NdcleZ"""' @nl...le1) = de‘NdCNHe_EN(.N*' (@nl...ler) (13.114)

can be absorbed into the other N — 1 integrals, and furthermore, we notice that the fields entering
into the discrete path integral are antiperiodic.
‘With this observation,

N
z=f]_[da,dcjﬂe*fffw<5j|e*”“|c,-> (13.115)
J=1

Provided each time-slice is of sufficiently brief duration, we can replace =27 by its normal ordered
form, so that

(@le™ej) = i AT 1 O(AT), (13.116)

where H[¢, c] = ecc is the normal-ordered Hamiltonian, with Grassman numbers replacing opera-
tors.
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)
J-1

B

Division of Grassmanian time evolution into “time-slices”.

Combining (13.109) and (13.112) we can write

Z = LtyoowZy

N
Zy = fl—[déjdcjexp[—S]
j=1
N
s = Z[E’j(cj+1—c_,-)/AT+GE_,-c_,-]AT, (13.117)
=1

As in the bosonic case, this path integral represents a sum over all possible values “histories” of the
fields:

ctp) = ferea...onl, (13.118)
orp) = {e1.62...n} (13.119)

as illustrated in Fig. 2. This kind of integral is also called a “functional integral”, because it involves
integrating over all possible values of the functions ¢(7) and ¢(7). When we take the thickness of the
time slices to zero, the discrete functions ¢(7) and ¢(1) become functions of continuous time. The
boundary condition (13.113) implies that the set of complete functions which we sum over must
satisfy anti-periodic boundary conditions

cT+p) = —c(r).  er+p)=-2(1)
In the continuum limit, N — oo, we now replace

ci(cj—cj-1)/At — oy,

B
ZAT N fd‘r. (13.120)
7 0

458

229



©2011 Piers Coleman

Chapter 13.

The sense in which ¢ becomes “close” to ¢, needs to be carefully understood. Suppose we rewrite
the antiperiodic c; in terms of their frequency components as

1 ot
cj=— Y. cliwe™m,
\/B\n\SN/Z
then in this new basis,
- . e*iw,,Ar —1 )
PRIGEEIDENDY c(zw»[T]c(zwn)
J Inl<N/2 T

In practice, the path-integral is dominated by functions ¢; with a maximum characteristic temporal
frequency max(lw,|) ~ €, so that as At — 0, we can replace

|:e—iw,,Ar —-1

— —i
At ] “n

which is the Fourier transform of 9.
With these provisos, the continuum limit of the action and path integral are then

fom d‘r[E((’JT + E)C],

fD[Z‘,c]exp[—S] (13.121)

N

z

where we use the notation

Dz,c] = | | de(ryde(r))

At first sight, it might seem a horrendous task to carry out the integral over all possible functions
¢(t). How can we possibly do this in a controlled fashion? The clue to this problem lies in the
observation that the set of functions ¢(7) (and its conjugate, ¢(7) ) are spanned by a discrete but
complete set of anti-periodic functions, as follows

o(t) = \/LB ; cpe” T

We can integrate over all possible functions ¢(7) by integrating over all possible values of the coef-
ficients ¢, and since the transformation which links these two bases is unitary, the Jacobian which
links the two bases is unity, i.e.

Die,c] = ]_[ de,de,

It is much easier to visualize and work with a discrete basis. We can transform to this basis, by
replacing 0. — —iw, in the action, rewriting it as

S = Z Cnl=iwn + €)cn
n
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Now the path integral is just a discrete Gaussian integral

Z= f ﬂ dé,dey, explf Z Enl—iwn + e)an = H(fiw,, +e

so that the Free energy is given by

F=-TZ=-T Z In(e — iw,)e "
n

Here we have added a small convergence factor ¢®" because the time-evolution from 7 = 0 to
T = 3 is equivalent to time evolution from 7 =0to7=0".

‘We can show that this reverts to the standard expression for one-particle free energy by replacing
the Matsubara sum with a contour integral:

F:Tff%wmm—mﬂ (13.122)
2mi

where the contour integral passes counter-clockwise around the poles of the Fermi function at z =
iwy, and the choice of f(z) is dictated by the convergence factor. We take the logarithm to have a
branch cut which extends from z = € to infinity. By deforming the integral around this branch cut
we obtain

~
|

- foo d—w_f(w)[ln(e —w—1i) —(c.c.)
¢ 2mi
[ awsw
= —;"ln[l + 77 (13.123)

which is the well-known Free energy of a single fermion.

Of course, here we have used a sledge-hammer to crack a walnut, but the virtue of the method is
the ease with which it can be generalized to more complex problems. Three important points need
to be made about this result:

e This result can easily be generalized to an arbitrary number of Fermi-fields. In this case,

S:f d‘r[ ¢0-c, + Hle, cll,
5 2/1: 2107C1

and the measure for the path integral becomes

Dle,el = | |deadea)

T

e The derivation did not depend on any details of H, and can thus be simply generalized to
interacting Hamiltonians. In both cases, the conversion of the normal-order Hamiltonian
occurs by simply replacing operators with the appropriate Grassman variables.

s H[e', 2] > HI[e,c]
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e Because the Jacobian for a unitary transformation is unity, we can change basis inside the
path integral. For example, if we start with the action for a gas of fermions

Szf#d‘r k(07 + &)k,
A Zk:k‘r k)Ck

where e, = (k*/2m) — 1, we can transform to a completely discrete basis by Fourier trans-
forming in time,

1 .
&k = 7201{5161“)"1,
VB 45

0; — —iw,

Dle,cl — ]—Idékndck". (13.124)
k.n

In the this discrete basis, the action becomes

S = Z(ek — (W) CknCkn
k.n

This basis usually proves very useful for practical calculations.

e We can also transform to a continuum real-space basis, as follows

k= %fd%w(x)e_ik"‘,

g — —%—y
Dle,cl - DY, yl. (13.125)

In the new basis, the the action becomes

B B v2
5= f dr f ExI0[0r - 5~y 0.
0 m

The discrete and continuous measures, (13.124) and (13.125) are equivalent

I_I deyydey, = D[l/_/, l//]
k.n

because the space of continuous functions (x) is spanned by a complete, but discrete set of
basis functions.

1 (k- X—w,T)
X, T) = —— E Ckn€ ne)
w( ) \/W kn

k.n
We can integrate over all possible functions (X, 7) by integrating over all values of the dis-
crete vector ck;,.
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13.4.3 Gaussian Path Integral for Fermions

For non-interacting fermions the action only involves bilinears of the Fermi fields, so the path inte-
gral is of Gaussian form and can always be evaluated. To discuss the most general case, we shall
include “source terms” in the original Hamiltonian, writing

H@) = ) [t e - a@er - o)
A

where ¢, is Schrodinger field that creates a fermion in the eigenstate with energy €;. With source

terms, the partition function becomes a “generating functional”

) 8
Zlj. jl = Tr[Texp{—j(: dTH(T)}]A

Derivatives of the generating functional generate the irreducible Green’s functions of the fermions,
for instance,

InZ(j, jl

i) = {e()) (13.126)
5*InZ[j, Jjl i :
S0 (Tle(Mc' D)) = (@K' (1)) (13.127)
where
1 B
D= 70 ﬂTrITexp{ffo dTH(T)}...l
Transforming to a path integral representation, now
Z1j.j1 = f DIz, cle”s (13.128)
S = fdr[&(‘r)(l?T + h)e(t) — j(T)e(t) — E‘(T)j(T)] (13.129)

where h(r/)‘ = €044 is the one-particle Hamiltonian. One can carry out functional derivatives on this

integral without actually evaluating it. For example, we find that

1 - -
7071 fD[c, cle(l)e

. 1
(Tle(D' @)1 = il f DIz, cle(1)e2)e™s

{e(1))

(13.130)
(13.131)

Notice how the path integral automatically furnishes us with time-ordered expectation values.
Fortunately, the path integral is Gaussian, allowing us to use the general result obtained in
Appendix 14D,

fﬂdgfjdgjexp[—g CA-E+FE+Ej]=detAexp[f- AT . (13.132)

7
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In the case considered here, A = d; + h, so we can do the integral, to obtain

Z[j, J1 f Dle, clexp [ f dT[E(T)(ﬂr +he(@) — j@e(T) ~ Z‘(T)./'(T)H

- daw,+meq{—thdﬂﬂﬂgﬁ—rqﬂfﬂ (13.133)

where —(0; + 1)™! = G[r - 7'].
By differentiating (13.133) with respect to j and j, we are able to identify
6*InZ

_ TN — o — 4
KO8T (c()c'(7))) = =G[Tt - 7'], (13.134)

J.j=0

so the inverse of the Gaussian coefficient in the action —[d7+h]~! directly determines the imaginary
time Green-function of these non-interacting fermions. Higher order moments of the generating
functional provide a derivation of Wick’s theorem.

From the partition function in (13.133), the Free energy is then given by

F = -TInZ = —TIndet[0; + h] = -TTrln[0, + h] = TTrin[-G™ "]

where we have used the result Indet[A] = Trln[d; + A].
To explicitly compute the Free energy it is useful to transform to Fourier components,

1 .
@ = — ) cwe,
v
‘ I o s
@ = TBZM’M font (13.135)

In this basis,

O +€) — (miw, +€)

G=—(0:+e)! — (iw,—e)! (13.136)
so that
S = Z[[—iwn + €l incan — .7/171(“/[}1 - Z‘/lnj/ln] (13.137)
An
whereupon,
det[d; + h] = = ]_I(—iwn + €1)
An
Z1j.j1 = I_I(—iwn + f,l)eXP[Z(—iwn + 6,1)7]3,1,11'1;1] (13.138)
An An
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If we set j = 0 in Z we obtain the Free energy in terms of the Fermionic Green function.

F=-T Z In[—iw, + €]

An

As in the case of a single field, by replacing the Matsubara sum with a contour integral we obtain

dz
F = T236—Z_f(z)1n[g—z] (13.139)

T 2mi
= JZln[l +e P (13.140)

1
If we differentiate Z with respect to its source terms, we obtain the Green’s function:
6%InZ 1
——=———— = [Glanaw = 6ax6mr -
O Jand juw Wy — €)

13.5 Effective action and Hubbard Stratonovich transformation

13.5.1 Heuristic derivation

The “Hubbard Stratonovich” transformation [9, 10], provides a means of representing the inter-
actions between fermions in terms of an exchange boson. It is in essence, a way of replacing an
instantaneous interaction by a force-carrying boson that describes the fluctuations of an emergent
order parameter. Using this method it becomes possible to formally “integrate out” the microscopic
fermions, rewriting the problem as an effective field theory describing the thermal and quantum
fluctuations of the order parameter as a path integral with a new “effective action”. The method also
provides an important formal basis for the order-parameter and mean-field description of broken
symmetry states.

To motivate this approach, we begin with a heuristic derivation. Consider a simple attractive
point interaction between particles V(x — x") = —gd(x — x), given by the interaction Hamiltonian

Hy = —% fp(x)z. (13.141)

We can write the partition function as a path integral,
Z= fﬂll//] exp [— f Y0 + I (x) = %P()f)2 (13.142)
X,T

If we expand the logarithm of the partition function diagrammatically, then we get a series of linked-
cluster diagrams,

1n(Z/ZO)=©«M© +@+ Q:@ + @+ (13.143)
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where the point interaction is represented by Feynman diagram

l>vvvv<2 =go(1-2). (13.144)

Rather that thinking of an instantaneous contact interaction, we can regard this diagram as the
exchange of force carrying boson, writing the diagram as

—(Te(Hp(2))
N2
1>r\1\1\1\4<2 = ()" x-g6(1-2) (13.145)
_
vertices

where the vertices (i) derive from an interaction S = fx . p(x)p(x), between the fermions and the
boson with imaginary time Green’s function

G(1-2) = —<To(D)p(2)) = —g6(1 - 2) (13.146)

But this implies that the exchange boson has a white noise correlation function (T¢(1)¢(2)) =
6(1 = 2): these kind of white noise correlations are exactly what we expect for a field governed by a
simple Gaussian path integral, where

[ Dlglp(D)p(2)eS¢
[ DigleSe

P(x)?
Sy = d . 13.148
¢ ijj ! 2g ( )

By adding S + S to the free fermion action we can thus represent original point interaction by
a fluctuating white-noise potential

=go(1-2) (13.147)

with the Gaussian action

2
—%p(x)z S p()(x) + ﬁi. (13.149)
g

If we now insert this transformed interaction into the action, the transformed path integral expression
of the partition function becomes

_ 1
Z= fD[lﬂ’ #lexp [—f YO0 + h+ ¢OIY(x) + @tﬁ(ﬁz . (13.150)

Note that:

o Although our derivation is heuristic, we shall shortly see that the Hubbard Stratonovich trans-
formation is exact so long as we allow ¢(x) = ¢(x,7) to describe a fluctuating quantum
variable inside the path integral.
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o If we replace ¢(x, 7) by its average value, ¢(x, 7) — (¢(X, 7)) = ¢(x) we obtain a “mean-field
theory”. Suppose, instead of carrying out the Hubbard Stratonovich transformation, we chose
to expand the density in powers of its fluctuations 6p(x) about its average value (o(x)), writing
p(x) = (p(x)) + dp(x). The interaction can then be written

Hy

-3 f (p(x)) + p(x))?
£ f [(p0)? + 24p(x)8p(x)] + O(Ep(x)) (13.151)

If we neglect the term second order in the fluctuations, then resubstitute 6p(x) = p(x) — (o(X)),
we obtain

2
$x) ] (13.152)

Hy~ -4 f [260x00(x) = (o(x))*| = f [p(x)¢(x)+ T

where we have replaced —g(p(x)) = ¢(x). This approximate mean-field Hamiltonian (13.152)
resembles the result of the Hubbard Stratonovich transformation (13.149)

With care, this kind of reasoning can be extended to a whole host of interactions between var-
ious kinds of charge, spin, current densities, including both non-local interactions and repulsive
interactions. For example, in the Hubbard and Anderson models, the interaction can be written as
an attractive interaction in the magnetic channel of the form that is factorized as follows:

2

U M
—E(m—nl)2 —>(nT—ni)M+ﬁ (13.153)

corresponding to electrons exchanging fluctuations of the magnetic Weiss field M. The coupling
between the field M and the electrons can sometimes stabilize a broken symmetry state where M
develops an expectation value - leading to a magnet. The Hubbard Stratonovich transformation can
also be applied to complex fields, permitting the following factorization

. L AA
Hy = —gATA — AA + AA + == (13.154)
g

where A is a complex field. Notice how we have switched AT — A to emphasize that the replacement
is only exact under the path integral (or alternatively, if you wish to switch to operators, under the
time-ordering operator). This kind of interaction occurs in a BCS superconductor, where the pairing
interaction
Af A
e e

e e
H] =—8 Z CTkTCt_le'_k/le/T =-8 Z C?kTCT_kl Z C—k|CKkT -
kK k k

In this case, under the path integral the interaction can be rewritten in terms of electrons moving in
a fluctuating pair field

- AA
H; — A Zc,lekT + Z Z‘kTZLkJ,A + ?
k k

Once superconductivity develops, A develops an expectation value, playing the role of an order
parameter.
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13.5.2 Detailed derivation

Let us examine the above procedure in detail. To be concrete, consider an attractive interation of
the form H; = —g jA* jAj, where A; represents an electron bilinear (such as the pair density
or spin density of an x-y spin). Consider a fermion path integral on a lattice with interactions
Hp=—g %A/ A;.

, (13.155)

Z:fD[Z‘,C]exp[—fﬁdré(ﬁr+h)c—gZAjAj
0 -

7

where inside the path integral, we have replaced A” — A. The next step is to introduce a “white
noise” variable, a; described by the path integral

Zn:fﬂ[&,a]exp 7Zj\ﬁdr%|. (13.156)
7o 8
The weight function
s aje;
exp l—; j(; d‘rg]
is a Gaussian distribution function for a white noise field with correlation function >
(@i(D)aj(t")) = g6;;6(t —1'). (13.157)

Now the product of these two path integrals

Hi()

e
i} _ ’ - aja;
Z><Zw=f2)[c,c]f1)[a,a]exp —f ch(ﬁT+h)c—Z(—gAjAj+7) . (13.158)
0 I 8

@ 9

describes two independent systems. As written, the “e” integrals are on the inside of the path so that
for all configurations of the «;(7) field explored in the inner @ integral, the space-time configuration

2To show this, it is helpful to consider the generating functional

Al 1 = fz)[a, al exp[—zﬁﬁd'r(&';r —ja —(r,j,)J

By changing variables, @, — @, + gj,, we can absorb the terms linear in j, to obtain

AG.J1 = expfg )] ff (7,070

Differentiating this with respect to j,(7), we find that

FInALj j1

00 ) ={a,(Da@ (7)) = 86,7 6(r = T')

/=0
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of the Aj(7) set by the outer integral are frozen and can hence be regarded as “constants”, fixed at
each point in space time. This permits us to define a new variable

Aj(m) = aj(t) — gA (1),

and its corresponding conjugate A; = &; — gA;. Formally this is just a shift in the integration
variable, so the measure is unchanged and we can write D[A,A] = D|[&,a]. The transformed
interaction becomes

o (Aj+gA)NAj +gA;
H; = Z{—gAjAjM}

7 8

_ - AjAj
Z AjAj'FAjAj'Fig .

J

(13.159)

In this way, we arrive at a transformed interaction in which new variable A is linearly coupled to the
electron operator A;. If we now re-invert the order of integration inside the path integral (13.158),

we obtain
. B A LS
zZ = f DIA, Alexp |- f de——1 f DIz, cle
— Jo g
§ = fﬂdT(Z'ﬁTc+HE[A,A]) (13.160)
0
where
(13.161)

HE[A,A] = The + Z{AjAj + AJ'A/'}
7

represents the action for electrons moving in the fluctuating field A;. Notice that since A and A
represent fermion bilinear terms, that Hg, is itself a bilinear Hamiltonian.

These noisy fluctuations mediate the interaction between the fermions, much as an exchange
boson mediates interactions in the vacuum. More schematically,

Al
Z= Z exp|— Z d‘rl X [ Path integral of fermions moving in field A (13.162)
@ 7 §

where the summation represents a sum over all possible configurations {A} of the auxiliary field A.
The transformed field
Aj = (l/j - gAj

is a combination of a white noise field a; and the physical field —gA, so its fluctuations now acquire
the correlations associated with the electron fluid. Indeed, when the associated variable A is prone to
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a) S[a] b) S[A]

a A=a—-gA

Figure 13.5: (a) Action for initial white noise variable @. (b) Action for shifted variable A is shifted
off-centre when the related quantity A has a predisposition towards developing an expectation value.

the development of a broken-symmetry expectation value, the distribution function for A becomes
concentrated around a non-zero value (Fig. 13.5). We call A; a “Weiss field” after Weiss, who first
introduced such a field in the context of magnetism.

13.5.3 Integrating out the fermions.

Since the fermionic action inside the path integral is actually Gaussian, we can formerly integrate
out the fermions as follows

e SulAAl - f Die,cle™ = det[d, + hy[A, Al] (13.163)
where A, is the matrix representation of Hg. The Full path integral may thus be written
Z= f DIA, AleSeldA]
where
_ AA; _
SelAA] = Z fdf L Indet[d; + hy[A, Al
7 8
A, -
= Zfd‘r— — TrIn[d, + h,[A, A]] (13.164)
: g
J

where we have made the replacement In det — Trdet. This quantity is called the “effective action”
of the field A. The additional fermionic contribution to this action can profoundly change the distri-
bution of the field A. For example, if S ¢ develops a minima away around A = A, # 0,the A = —-A/g
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will acquire a “vacuum expectation value”. This makes the Hubbard Stratonovich transformation
an invaluable tool for studying the development of broken symmetry in interacting Fermi systems.
13.54 Generalizations to real variables and repulsive interactions

The method outlined in the previous section can also be applied to real fields. If we have a real
Hamiltonian we can introduce a real white noise field as follows

Hi==53140 - Z{%@ﬁ%} (13.165)
Jj Jj
and then by redefining ¢; = Q; + gA;, one obtains
8 2 Q?
—EZ,.:AjHZj:{QjA,-+?} (13.166)

For example, we can use the Hubbard Stratonovich transformation to replace an attractive interac-
tion between fermions by a white noise potential with variance g:

V2
g 2 Jj
Hp=-3 Zj:("ﬂ - ; Vinj+ %

where nj=nj +nj.

But what about repulsive interactions? These require a little more care, because we can’t just
change the sign of g in (13.166) for the integral over the white noise fields will no longer be conver-
gent. Instead, after introducing the dummy white noise fields as before,

2
_8 8.0, 4
Hy = 243 —>Zjl{2A1+2g},

to absorb the interaction, we shift each variable in the path integral ¢;(7) by an imaginary amount,
q(t) = Qj(t) + igA (1), to obtain >

8 A2 iO A Q?
5; j_’z i0; '7+7g

J

(13.167)

(13.168)

3One might be worried about the legitimacy of shifting a real field by an imaginary quantity. However, just as the

integral
0o 0o+iA
f dQe’Qz/Z :f dQL;Ql/Z _
o —co+id

is unaffected by a constant shift of the variable Q by an imaginary amount, Q — Q+iA axis, a multi-variable path integral

fD[Q]e' Jaroer

is similarly unaffected by shifting the integration variable Q(t) by an amount iA(7), Q(t) — Q(7) + iA(7).
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Note finally, that if one replaces Q; = —in, this takes the form
g 9
EZA§—>Z{Q_,Aj-7;} (13.169)
J

Which first sight, looks like the generalization of (13.166) to negative g excepting now, the integrals
over the each Q(7) traverse the imaginary, rather than the real axis.

Example 13.6: Using the Hubbard Stratonovich transformation, show that the Coulomb inter-
action can be decoupled in terms of a fluctuating potential as follows:

1 2 Veh)?
Hy = Ef lP(X)P(X/)m i f L)

2
What is the interpretation of the new term, quadratic in the potential field (and why is the sign
negative)?

PP — & (13.170)

Solution: Because of the non-local nature of the Coulomb interaction, it is more transparent to
make this transformation in momentum space. Writing

, 1 1 x
p) = f pge®, = f — 1)
i alx—x| " Jg g

_ [ &g . .
where fq = f W,the interaction becomes

= | [ Coner
q €4q

(13.171)

|

‘We now add in a dummy white noise term,
1 (epg)(ep-q) 5
H,—»H’:—f[i—foqaﬁ $-q|>
1=3 L o 4P-q

with the understanding that in the path integral, the ¢4 field is to be integrated along the imagi-

nary axis ¢gq = i(ﬁqA Now if we shift ¢q — ¢q — L4 we obtain

€q’
H) = f (P)b-q — 2 ¢6-
1 b [ q q 2 q ‘I]

Finally, Fourier transforming back into real space, (g> — —V?) we obtain

H; = f |eoooco + Sovio] (13.172)
Integrating the last term by parts gives
-«E/2
€
;= [Jentoo -2 o] 13.173)
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We can identify the last term in this expression as —& E?/2, which is the electrostatic contribu-
tion to the action. The minus sign can be traced back to the fact that inside the electromagnetic

(Maxwell) action
B? E?
Sey = fd-*xdr[— -8F (13.174)
240 2
the electrostatic contribution to the action enters with the opposite sign to the magnetic part.

The complete path integral for interacting electrons in this representation is then

_ - 1
Z= f DIF v Blexp [— f dr f d3x(w(—ﬂv2 + ep(x) = )b - %(vwz)}.

Thus by carrying out a Hubbard Stratonovich transformation, the action becomes local. This
formulation is ideal for the development of RPA approximations to the electron gas, while
mean-field solutions of this path integral can be used to explore the formation of Wigner crys-
tals.

13.6 Example: Magnetism in the Hubbard model.

To illustrate the Hubbard Stratonovich transformation, we now examine its application to the treat-
ment of magnetism in the Hubbard model. Without spin, all matter would be magnetically inert (nei-
ther diamagnetic nor paramagnetic). Quantum mechanics provides an explanation of magnetism as
a consequence of the orientational ordering of electron spins. This connection between magnetism
and spin is one of the huge accomplishments of quantum mechanics.

13.6.1 Development of the theory of Itinerant Magnetism

Before our example, let me make a few remarks about the development of the theory of magnetism
[14,15]. A century ago, the ferro-magnetism of simple metals, such as iron, cobalt or nickel was an
unsolved mystery. In 1906 the French physicist, Pierre Weiss working at ETH, Zurich, discovered
that if you look at an ferromagnet on a small enough scale, it consists of magnetic domains. This
led him to propose the first “mean-field theory”, introducing the concept concept of an emergent
“molecular” contribution to the effective internal magnetic field[16, 17]

molecular Weiss field

—_
Hy =H+ M (13.175)

But the origin of the Weiss field was unknown. Worst, it quickly became clear that magnetism can’t
be understood using classical mechanics: indeed, according to the “Bohr-van Leeuwen theorem”,
independently proven by Neils Bohr and Hendrika van Leeuwen([18, 19] a fluid of (spinless) classi-
cal electrons in thermal equilibrium has zero magnetization, 4 even in a field[20].

“The Bohr-van Leeuwen theorem follows simply from the fact that the classical partition function of a gas of interact-
ing particles can be transformed to show it is entirely independent of the applied field. The classical partition function is
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This mystery was resolved by quantum mechanics and the discovery of “spin”. In 1928, Werner
Heisenberg, working at Leipzig made the critical link between magnetization and electron spin
polarization; he also identified the Coulomb exchange interaction as the driving force for ferromag-
netism [21] and the origin of the mysterious “I”” in Weiss’ theory. In the 1930°s Edmund Stoner at
Leeds University and John Slater at Harvard University developed the basis for an itinerant theory
of ferromagnetism in metals[22, 23, 24]. A key idea here, is that strong interactions drive a metal
to become unstable towards the development of a spontaneous spin polarization. In the simplest
case, a ferromagnet develops, but later Albert Overhauser, working at Ford Labs in the early 1960s,
showed the instability can also occur at a finite wavevector Q to form a spin density wave[25], as in
the case of metallic chromium. This instability occurs when the product of the electron interaction
I and “bare” magnetic susceptibility of the non-interacting electron gas at this wavevector yo(Q)
reaches unity

Ioxo(Q) = 1, (Stoner criterion).

Later in the 1960s, Junjiro Kanamori[26] at Osaka University and John Hubbard[27] in Har-
well, England reformulated the theory of magnetism using the model we now call the Hubbard
model. Sebastian Doniach and Stanley Engelsberg[28] at Imperial College London, and Norman
Berk and Robert Schrieffer[29] at the University of Pennsylvannia, refined this work, demonstrating
that quantum fluctuations of the magnetization play a crucial role: these fluctuations act to suppress
the magnetization and become particularly strong near the point of instability or critical point. It is
only recently that physicists have been able to experimentally examine such quantum critical points.

Itinerant magnetism is only one part of the story of magnetism, for in magnetic materials where
the electrons are localized, the magnetization derives from “localized magnetic moments”. High
performance neodynium-iron alloy magnets derive their strength from localized moments on at the
neodynium sites. Many of the most fascinating systems of current study, such as the high temper-
ature cuprate and iron-based superconductors appear to lie in a murky region between “intineracy”
and “localization”, where electrons are on the brink of localization. This is a topic we shall return
to chapter 15.

written

Z= f 1_[ dxp,dxx,e’ﬁH

i=1N

(13.176)

where

i — eA(x)))?
Hip.xl= ) W + D U= X)) + ep(x)

i<j

where all the magnetic field dependence lies in the vector potential term, given by A = 1B x x in the Landau gauge.
However, one can always make the change of variable p’ = p + ¢A(x), X’ = x, for which the Jacobian is unity, completely
absorbing all dependence on the external magnetic field. The equilibrium magnetization, M = —TéInZ/6B(x) = 0 is
therefore zero. This also implies that the isothermal magnetic susceptibility of a classical plasma is zero. Note how-
ever that a classical electron gas does have a diamagnetic response when a field is applied adiabatically, rather than
isothermally.
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13.6.2 Path integral formulation of the Hubbard Model

‘We encountered the Hubbard model in Chapter 5. It consists of a single band of electrons moving
on a tight-binding lattice, with a localized interaction of strength U, described by the Hamiltonian

H= kZ: echk(rck(, + UZ npnji.
0 J

(13.177)

where !
- ik
LI <
VN, !
creates an electron of wavevector k with energy €. To explore magnetism in this model we rewrite
the interaction term in terms of the spin operators as follows

U U
Uannjl :*E(ﬂjT*njL)erE(anJrnﬂ). (13‘178)

where we have used the fact that n} = nj. Now as written, the above decoupling emphasizes the
magnetic fluctuations along the z— axis. Indded, we might have made the decoupling around any
spin quantization axis, and since we are interested in keeping track of magnetic fluctuations along
all axes it makes sense to average over all three directions, writing the decoupling as

U 2 U

Unjny, =—g(¢r,) ), (13.179)

where we have introduced the notation o; = (c';'.,vao'a,;c ) for the magnetization at site j. The second

term in this expression can be absorbed into a redefinition of the chemical potential, by writing

=g/ + U/2. The minus sign in this interaction manifestly displays magnetic exchange effect of

the Coulomb interaction, whereby a repulsion between charges leads to an attraction between spins.
‘We now formulate the problem as a path integral

f Dlcle™S
jﬁdr [Z Cko (0 + ) Cko — % Z("'/’)z]s

0 k.o J

V4

o2
]

(I =U/3), (13.180)

where we have introduced the coupling constant / = U/3. At this point, we carry out a Hubbard
Stratonovich transformation. Adding a white noise field m; into the action, so that

2
1 I m?
—EZ(W)Z—>—52(0j)2+fd722—;, (13.181)
j J j
and then shifting m; = M; — Io;, we obtain
L5 M; (1)
—5(0,-) = -M(@)- 0+ ——, (13.182)
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where M(7) is a fluctuating Weiss field. We have chosen the sign of the first term to reflect the role
of the Weiss field as “effective magnetic field”. The transformed partition function

Chapter 13. ©Piers Coleman 2011

N
1]

DIM, ¢, cle S 1Ml

B M/
S[e,e,M] = f dr Tk (07 + &)k + [—M‘-o"+—JJ s (13.183)
b [Z k¢ k)Ck ; J J 57

k.o

describes electrons moving through a lattice of fluctuating magnetization. We can emphasize this
interpretation by moving the magnetization integral to the outside, writing

Z= fZ)[M]e’SL’[MJ (13.184)

where the effective action
e SeMI = f DIz, cle~S oM (13.185)

describes the action associated with a particular space-time configuration {M ()} of the magneti-
zation. Since the exponential S[c,c, M] in (13.185) is a quadratic function of fermion fields, the
integral is Gaussian and can be evaluted in closed form. To carry out the integral, it is convenient to
Fourier transform the fields, writing ¢, = ﬁ Sk k€% s0 that

DM = ) My @Caapcs) = ), EaMick - Tap)is (13.186)
jo Jo kK o

where My = Ni 2 M_,-e'iq'Rf is the Fourier transform of the magnetization. The effective action can
be written in the compact form

-S £[M] — s - M?
ek =fD[c,c]exp —ﬁ dr C(()T+ﬁE[M])C+Zj:j (13.187)

where,
[hple x = &k — My k(1) - 0 (13.188)

describes the effective Hamiltonian for the electrons moving in the (time dependent) magnetization
field. Carrying out the Gaussian integral over ¢ and ¢ using (13.133 ) then gives

5 M3
e~SeMl :Det[(')7+hE[M]]eXp —Zf de , (13.189)
= Jo
j

or more explicitly,

475

bk . pdf

June 28, 2011

—InDet[d;+hEg] M2
S £[M] = ~TrIn[(0r + @bk — Mic i o]+ | fﬁ dr—2. (13.190)
7 Jo 21

Note that

e In general, we can only evaluate S g analytically for simple static configurations of M (1) =
M;. These provide the basis for mean-field theories.

e The factor =S in (13.189) resembles a Boltzmann distribution in classical statistical me-
chanics. However, in striking distinction with its classical counterpart, in certain non-uniform
configurations of the magnetization the weigth function e~ acquires negative values.
These configurations are in many ways, the most interesting configurations of the path in-
tegral, and when they proliferate, standard Metropolis Monte Carlo approaches become ex-
ceedingly inaccurate. This is “the minus sign problem” of many body physics - one of the
major unsolved problems of numerical Many Body physics.

It is also useful to cast the effective action in terms of Feynman diagrams. To do this, we first
rewrite the magnetization in terms of its Matsubara Fourier modes,

1 M .
M, = My(iv,) = ,Ef dt Mg(7)e™" (13.191)
0

In Fourier space, we replace d; — —iw, in the Fermionic Determinant of (13.190 ) to obtain

IM, >

. 13.192
T ( )

SpIM] = —TrIn [(—iw, + €)0kx — My - 0] + N8 Z
q

We can factor out (—iw + €) inside the logarithm, which permits us to split it into two terms,

. . _ M,
SEIM] = =Trin|(-iw, + a)(1 + (iw, — 6) " My - )] + Nsﬁ; 23
Trin(1-GoV) 2
. — M|
= —Trin[(=iw, + &)] = TrIn [ = Go(k)Vex ] +Nsﬁz - (13.193)
q
where
Gok) = (iwn — €)™, Viw = ~My—p - 0. (13.194)

Here we have used the identity Tr[In(AB)] = TrlnA + Trln B to seperate the terms inside the
logarithm. Normalized with respect to the volume of space time, The first term in (13.193) can be
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normalized to give the free energy density fo the non-interacting system

So 1

=——Trin[(-iw, + &)].

N~ N !

The second term is the change in the Free energy of the fermions due to the magnetization field: the
overbrace shows how we can rewrite it in terms of the bare propagator Gy = (iw, — a)" and the
scattering potential Vi x = —My _ -o". This term can be reinterpreted as an infinite sum of Feynman
diagrams, describing repeated scattering off the exchange field

Fo =

Tr[-GoV - —(GOV)2 - —(GOVP

OO B o

The pre-factor N3, the volume of space-time, is included because we are working in Fourier space,
with the convention that all internal momentum and frequency sums are normalized with a measure
ﬁ Ykiw,- The effective free energy (per site) F£[M] = S /(Nyf) can then be written diagrammat-
ically as

M, |*
FelM] = Fo - + + + +... +Z TR
q

13.6.3 Saddle point and the Mean field theory of magnetism

Trin(1 — GyV)

(13.196)

To explore broken symmetry solutions, we now make a saddle point approximation, approximating
the partition function by its value at the saddle-point M = My

= f D[M]eSEMI x (=S EMo] (13.197)
where 55 5 IM]
E
=0. 13.1
M hpno 0 (13.198)

Equations (13.197) and (13.198) contain the essence of mean-field theory and deserve some
discussion. We discussed in Chapter 13 how a system develops a spontaneously broken symmetry
when the Landau functional F[M] develops a minimum at a non-zero value of the order parameter.
A full-fledged calculation of this functional would involve calculating the full path-integral Z[A]
with a symmetry breaking field 4 in place, using a Legendre transformation to calculate S[M] =
S[h] — h.6S /6h, ultimately taking & to zero the end of the calculation. The mean-field approach
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approximates S [M] ~ S g[M]. Such “saddle point” or “mean-field” solutions serve as the staging
point to compute the fluctuations around the broken symmetry state. The ultimate consistency of
any mean-field approximation depends on the fluctuations being small enough that they do not wash
out the broken symmetry solution.

If we differentiate S z[M] in (13.185), we see that the saddle point condition (13.198 ) implies

58 [z.¢ M|
/

e _ i -S[eeM] _ )
oM, _SFfZ)cc(——cj(Tc)e = — -

(c"jore;) (13.199)

he

where we have used (13.183) to calculate 6S [, ¢, M]/6M;. In this way the saddle point condition
(13.198) automatically satisfies the mean-field relation

5S[M] © 5
=0, & MY =1("0cp], o
M M=M, J he[M©]

Saddle point condition

Mean field theory. (13.200)

This makes life a lot easier: instead of labouring to impose the self-consistency condition on the
right-hand side, we can simply generate mean-field solutions by minimizing the effective action.
Generally, we're interested in a static saddle point, where M (1) = M(jo), In this situation, the
effective action is directly related to the mean-field partition function

e—SE[M‘O)] Tr [e_ﬁﬁMF]

(13201)

where
(0) )2

HMr=Lh[

(13.202)

is read off from the action in the path integral (13.187 ).
In a ferromagnet, the magnetization is uniform: for convenience we choose the spin-polarization
along the z-axis, writing
MY = M2, (13.203)

or in in Fourier space My = Mg Z. In this case, the mean-field Hamiltonian is diagonal:

2

5 M
Hyr = Z kole = oM)egy + st
ko

(13.204)
since My = Md&,. We see that when M is finite, the up and down Fermi surfaces are now ex-
change split by an amount A = 2M. By carrying out the Gaussian integral over the Fermi fields, or
substituting into (13.192) we can immediately write down the effective action as

2
Sp[M] == )" Trin[a - Mo 7tw,,]+NVB

K,iw,

(13.205)
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Figure 13.6: Phase diagram for 3D “Stoner model” computed using using (13.211) and (13.212).
The horizontal axis is the coupling constant I = IN(0), where the critical value I, = 1.

The result of carrying out the Matsubara sum on this expression gives the well known form

1 M?
- _ —Plex—oM)
FelM] Ng ki, In[1+e 1+ 57
T M?
- __ —Be—oM)
3 fdeN(e) U-E In[l +e 1+ BT (13.206)

where Fr = Sg/(BN;) is the Free energy per unit volume, and we have rewritten the momentum
summation as an integral, over the density of states per site N(e).
To find the stationary point of the action, we differentiate it with respect to M to get

(o)

0Fg[M] M 1
o =0=7- 50—:211 f deN(e)f(e — oMo (13.207)
or I
M= FZ;‘] f deN(e)f(e — o M)or (13.208)

which expresses the mean-field condition M = I{c*). We can obtain the second-order phase transi-
tion temperature T, by letting M — 0*. Replacing f(e — o M) — f(e) — o Mf’(e€) gives

xo(Te)
—— —
df _
1=1 | deN(e)|—— = Iyo(T,) (Stoner Criterion)
deJlr_y,
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where we have identified bracketed term as the spin-susceptibility of the non-interacting gas at .
At a finite temperature the Stoner Criterion defines the Curie temperature 7, of the electron gas.
In the ground-state at absolute zero, we can replace the derivative of the Fermi function by a delta
function —df/de — 6(e) so the Stoner Criterion becomes

I.NO)=1 (Stoner Criterion 7 = 0)

where I = I is the critical value of the interaction I, beyond which the paramagnetic ground-state
becomes unstable to magnetism, as shown in Fig (13.6). This is a quantum phase transition, driven
not by thermal, but by quantum fluctuations.

Example 13.7: Calculate the magnetic phase boundary 7T'c(I) for the 3D continuum Stoner
model, where the density of states N(e) = N(0) %, where € is the Fermi temperature and
N(0) the density of states at the Fermi surface.

Solution: In three dimensions, the Stoner Criterion can be written

L IN(O)fwdE [E f(E -l - fE - )]
o €F T,
IJLI dxVx sech®[x — pB./2] (13.209)
2er Jo

If we were interested in the problem at constant chemical potential, we could stop here, however
if we wish to take account of the drift of the chemical potential at finite temperature, we need
to impose the condition of constant particle density no,

0 E
N(O) f dE\| = f(E - o)
{i] S €F

NO)er (Z—F)z fom dx ﬁ* (13.210)

no

e e + 17
At zero temperature, this gives ny = %N(O)EF, so that
2 A 1
= < —_
§N(0)EF = NO)er (GF) fo dx «/}ek‘lﬂr =

enabling us to write 7. as a parametric function of y = up.

3 ~ 1 -2/3
Tc(y)=5F|:’f dx«&—] . (13211)
0

2 ey + 1

Inserting (13.211) into (13.209) we can also write 7 = IN(0) as a parametric function of y = u8..,
3 (oo

Ty = Lk Ve

% Lm dx+/x sech’[x — y/2]

Fig (13.6) shows the phase diagram computed using (13.211) and (13.212)

]1/3

(13212)
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To finish this section, let us calculate the Landau expansion of the Free energy. If we make a
binomial expansion of the logarithm in S g[M] in powers of M, we obtain

T 0 M2r er—lf(E)
—= > In[l+ePET™] = —TIn[1 + P — 13213
22;n[+e ] n[l+e J+ﬁ,an!dé“‘ ( )
where odd powers of M vanish and f(e) is the Fermi function. Thus
er lf(E)
FIM] = 7—“0+Z(2 ) fd eN(€)———— Je + o (13.214)
If we integrate in (13.214) by parts, we obtain
—_—
M2 df
M]=Fo - d NG 13215
FIM] = Fo Z(M!fe( d) (e)+ (13.215)

where N7 = d"N(€)/de" is the r-th derivative of the density of states and N")(0) is its corresponding
thermal average around the Fermi surface. If we take terms up to M?*, we obtain

1,1 M P
F = Fo+ 5M*| 7 =xo(T)|+ 77 N"(©0) + O(M®) (13.216)

I
where (—N"’(0)) denotes the thermal average average of the second derivative of the density of states
around the Fermi energy. This is the Landau energy function predicted by the “Stoner theory” of
itinerant ferromagnet. Note that

e The quartic coefficient in the Free energy is positive, only if N”/(0) < 0 is negative, i.e, if the
density of states has a downward curvature. If this requirement is not met, the ferromagnetic
phase transition becomes first order. Most transition metal ferromagnets, such as iron and
cobalt, involve narrow bands in three dimensions with a large negative curvature of the den-
sity of states and the transition is second-order. However, in quasi-two dimensional systems
where the density of states has mostly positive curvature, the ferromagnetic phase transition
is expected to be first order.

e The mean-field parameters in the above action are likely to be modified by fluctuations. In
our mean-field theory, an isotropic decoupling gave I = U/3, but had we chosen an Ising
decoupling, just in the z direction, we would have obtained / = U, which is most likely an
over-estimate of /. Mean-field theories can not in general give a very reliable indication of
the absolute size of such parameters.

e There is a formal “large N limit” in which the above mean-field theory does become exact. If
instead of the original model, we chose a multi-band (N-band) model, with the action

fdr D T (@ + @)k — ZNZ(ZWU))] (13.217)

kAo
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where the band index A € [1,N]. Here the interaction / can be regarded as a “Hund’s”
interaction between the different bands. For large N the action of this model grows extensively
with N, and in this situation, the path integral becomes saturated by the saddle-point solution,
so the mean-field theory becomes exact.

Example 13.8:

(a) Show from the Landau energy (13.216), that near the quantum critical point at 7 = 0,
I = I. = 1/N(0), the magnetic moment is given by

I-1.
m= (5

= (13218)

) —-N"(0)

(b) By expanding the density of states in a power-series about the Fermi energy, show that the
transition temperature predicted by (13.216) is

ro=y5(7-
n?

Solution: (a) We begin by writing the Landau free energy as

(O)) (=N"(0))

P | bt
T2 4
where r = I"' = N(0), u = —N""(0)/6. At zero temperature,
(Lo _ =N"(0)
\7 L) 6

where I, = 1/N(0). Setting OF/dM? = 0, we obtain rM + uM?> = 0, or

r I1-
M:J;: (m) o~V

(b) Carrying out a Taylor expansion of the density of states,

- ol )

it follows that at a small finite temperature

2 272
N(0) + eN'(0) + E?N”(O)] = N(0) + %N”(O)

1 1 =1
r(T) = (7 A + T(—N (0)))

Setting (7) = 0, it follows that

6 (1 1
fe=\= (7 - N(O)) Vo)
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13.6.4 Quantum fluctuations in the magnetization where we have underlined G(k) to emphasize that it is a two-dimensional, albeit diagonal, matrix.
Let us now expand the effective action S g[M] in (13.192) in the fluctuations by substituting
My = Mg—jr + SMj_y to obtain

1

+6M,?
NYB ’

M6
FelM] = ——TrIn[-G(K) ' 6xs = My - | + Z 1M25, + M,
q

13.221
27 ( )

If we now expand this expression in powers of 6M,, we get a Feynman diagram expansion in terms
of the renormalized propagators, as follows

\'< B 1 .
Sy Fe = —NAﬂTI'ID[—Q(k) ]—»\/\©+»\©\,+ D+~®~ +o.

a) M;=M®O b) M;(t) =M© 1 sM;(t) N ZM (13.222)

q

where the wavy line denotes scattering off the order-parameter fluctuations. Now since the action is

Fi 13.7: Tlustrati an-field th b) fluctuations about -field theory.
1gure ustrating (a) mean-fie cory (b) fluctuations about mean-fie cory stationary with respect to fluctuations, all terms linear in 6M, must cancel. which leads to

The beauty of the saddle point approach, is that it allows one to go beyond the mean-field theory

to examine the fluctuations in the order parameter. The basic idea is to expand the magnetization in |6M, |2
fluctuations around the saddle point, writing AFep[M] = — + + +.o |+ Z 2[’ , o (13.223)
q

M;(7) = M + 6M (1) (13.219)
. . where AFx[M] = Fz[M] — F[M®]. Only first diagram and the final term in this expression, are
or in Fourier space . L . . . w .
©) . quadratic in 6M,,. Combining them, and dropping the higher order terms, we obtain the “Gaussian
M, =MV6,0 + M, (g =(q,ivy)) (13.220) - . .
action” for the magnetization fluctuations
Because the effective action is stationary with respect to variations in M at the saddle point, the
leading order corrections to the effective action are quadratic in the fluctuations, k+gq
S £IM] = S M@ + - > S _ snoom?, + o(6M?) AFGIM] = L > ome Sab _ o’ |smh
‘ o 2 q 5M36M§q o G ) - —q| 7 ¢ q
Notice that all linear terms in the fluctuations vanish by virtue of the fact that the mean-field action h s k
is stationary with respect to fluctuations. Provided the fluctuations are small compared to the order = 75qu Qab Xg’b)(q)] 5qu (13.224)
parameter, one can use the quadratic approximation to the effective action to examine the leading 2 1
fluctuations of the magenization in the ferromagnetic state. Gaussian Action of Fluctuations.
In a magnet these fluctuations take place against a broken symmetry background. The elec-
trons scattering off the fluctuations are partially spin polarized and governed by the “renormalized” where
propagator, denoted by the double line k+q
. . 1
—— = G(k) = (i, — & — M)\, A0 =0 %= -gy Z Tr[a',,G(k +Q)apG(k) (13.225)
k Sk
k
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is the “bare” susceptibility of the polarized metal. Now the presence of a magnetization means that

the off-diagonal terms X(O)(q) = Xior)( —q) are non-zero. To diagonalize the magnetic fluctuations,

it is convenient to work in terms of the raising and lowering components of the transverse spin,
oy = %(o—x +icy), and the corresponding components of the magnetization
+ _ x Ay
Mg = My £iMy.

The non-zero components of the transverse susceptibility are then

W =

|Gk + po_Gw)|

e = —LZTr[makw)mG(k)J =g (13.226)
BN, £

where the identity )((0) (@) = )((0)( q) follows by changing variables k — k — ¢ inside the sum.
Rewriting M - o = M;]o—z + M*o_ + Mo, the Gaussian effective action then becomes

AFGIM] = 22[&% (f —xJ(q))aM&

1 ) 1 0) -
+ M- (E @ (q))azw +oM? (5 —xq)|6M; (13.227)

Now since the magnetization is a real variable, follows that SM*, = M*_, (where we use a bar to
denote complex conjugate) so we can rewrite this expression in the form

AFGIM] = 22[&% (f—xzz’@)m

— (1 1 o N
+ oM+ (E - )(+)(q)) SM; + M7, (E _— >(q)) 5M+_q] (13.228)
It is this quadratic functional that provides the argument for the Gaussian distribution function of
the magnetic fluctuations p[M,] = Z e 2SMI = ¢=BN:AT6IMI Now by (13.226), ¥%(¢) = ¥ (@)
so we can combine the last terms into one. The final results describing the distribution function for
the Gaussian magnetic fluctuations about the Stoner mean-field theory for an intinerant ferromagnet

are

pIM,) o e ASIMI = T BNATGIM] (13.229)

AFGIM Z [ SM?, (7 - Xf.t’)(q)) OM: + M, (% - )(+)(q)) 6M+] (13.230)
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From the Gaussian form of this distribution, we can immediately read off the fluctuations in mag-
netization. Denoting

oMgom’,,) = /%Nséq‘qf x (6M2sMP ) (13231)
the fluctuations in magnetization are given by
(SMZ6M? ) ﬁ
7 Xz (@
MM ) = (13.232)

0
B ()

Let us now convert these results into spin correlation functions. If we go back to the original Hub-
bard Stratonovich transformation, (13.182), we recall that to decouple the interaction, we had to in-
troduce a dummy white noise variable, let us call it m ;(t), with distribution function (m‘jf(‘r)m’}(‘r’)) =
166(r = 7'), or (mgm® )y = 16", To carry out the Hubbard Stratonovich transformation we rede-
fined this varible, wrmng m;(7) — M; — Io ;. It follows that the variable we are working with is
related to the original white noise variable by M ;(t) = m(7) + [0 j(t). Consequently, the Gaussian
fluctuations in the magnetization are given by

16%

b = a b\ _ ac. b
<o'q(r_q)— 7 |OMioM,) — (Gmiom” )

It follows that

e
1- %)

<>fi[ (I }, @
SN} I P 1-20%(q)

1 1
(050%) = xz(@) = 7 L 9 I} = (Longitudinal)

(o302, (Transverse) 13.233)

RPA spin fluctuations

These are the celebrated “RPA” spin fluctuations of an intinerant Ferromagnet.

It is particularly interesting to examine the transverse spin fluctuations in (13.233). A uniform
transverse spin fluctuation corresponds to a rotation of the magnetization, which costs no energy
due to the rotational invariance of the system. If we carry out a slow twist of the magnetization, this
costs an energy that goes to zero as the pitch of the twist goes to infinity. The corresponding normal
mode is the “Goldstone mode” of the magnet.

One can analtyically calculate the transverse spin fluctuations of a ferromagnet with a quadratic
dispersion ¢ = % — u, because the bare susceptibilities y*'(¢) can be calculated as Lindhardt
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Figure 13.8: The energy spectrum of quantum magnetic fluctuations in an intinerant ferromagnet.
The above spectrum was computed for a magnetization M = 0.9¢r corresponding to an almost fully
polarized Fermi sea.

functions. The transverse bare susceptibility (per unit cell) is given b};c

ql
1
W = - VB Z [0+ Glk + QoG (k)] = o o
S K.iw,
_ U kT
P [G Lk + )G (k)
= & fia = fieral (13.234)

k (€k+ql — €1) — iVa

where ek, = ek — oM, (00 =1, ). These sort of expressions are a type of Lindhard function already
encountered in chapter 8. Following the same lines as section 8.62, we analytically continuing to
real frequencies, and rewrite the integrals as follows

© = & fia Jiy )
W = @ [ ((e.m. ~a) - =2M) " (aq - ) + (/=2)
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where €, = e + oM and kpy = kp(l + g)% are the Fermi energy and momenta of the spin
o = (T, ]) Fermi surfaces and

F13.7] %[(1—1&2)111(21)&/;],
v

A q-

(13.236)

ESul

is the Lindhard function.

Fig. (13.8) shows a density plot of the transverse dynamical spin susceptibility y7_(q,v) =
Imy._(q, v — i6) predicted by the Gaussian (RPA) theory. The spectrum of magnetic fluctuations
about the mean-field theory is determined by the energies at which one can excite a particle-hole
pair by flipping a spin. Unlike a non-magnetic metal, the energy to flip a spin at q = 0 is twice the
Weiss field e — exy = 2M. The continuum of spin-flip particle-hole excitations is thus lifted up at
low momenta, forming what is known as the “Stoner continuum”. The threshold energy for a spin-
flip excitation finally drops to zero at the wavevector ¢ = kry — kr|. Below the Stoner continuum
is a sharp Goldstone mode, labelled by the dotted line in Fig ()13.8), corresponding to a low-energy
pole in the dynamic susceptibility located at frequencies wq determined by the condition

2y (q.wg) = 1.

A careful evaluation of this condition shows that
7
wq =Z(M/ep)5—, (13.237)
2m

where
4 [(1+x2 -1 -x7°%-5
Z(x) = —
Sx| (1+x)32—(1-x)32

This is the relation used to determine the dotted line-curve in Fig. (13.8).

(13.238)

13.7 Summary

Casting many body quantum mechanics as a path integral. Key result. So second nature, that most
condensed matter physicists use the same notation for the operators and their c-number representa-
tion inside the path integral.

With these approaches, one has to have the Hamiltonian in the form of canonical operators.
Poses problems in strongly correlated systems, where the strong interactions between the particles
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force us to introduce new operators that do not obey canonical commutation relations. We will
return to these issues in Chapter ***.

As an example, we examined how these methods can be applied to itinerant ferromagnetism. In
the process, we encountered the new concept of a “quantum phase transition”, a point in the phase
diagram where the long range order is destroyed by quantum, rather than thermal fluctuations. This
is a subject of immense current interest Though we didn’t follow it in detail, we remarked that the
saddle point could be made exact in the large N limit of 1/N expansion. These methods are believed
to break down in two dimensions (ref to Metilsky and Sun Silk Lee), and the resolution of this
situation is at this time, an unsolved problem of great interest.

13.8 Appendices
Appendix 13A Derivation of key properties of bosonic coherent states.
Here we derive the matrix elements and the completeness properties of bosonic coherent states.

Matrix elements. Matrix elements of normal ordered operators O[BT, BJ between two coherent
states are obtained simply by replacing the operators b and b' by the c-numbers b and b respectively:

BilO16", Bllb2) = O1b1, b2l x (Bilb2) = Olby, b] x P12 (13.239)

To derive the matrix elements of coherent states, we first note that the properties of coherent states
guarantee that .

BIOBTY'D"Ib) = (B7)'D"(Blb) = (B)"b"e™. (13.240)
Thus if O[ b, b = 2mn O ,,,,I(E%)m b" is a normal ordered operator, (all annihilation operators on the
right), it follows that

(BIO[bT, b)Iby = Z Oy D" X (B|b) = O[b, b] x
m.n

or
coherent states

o[b', b] 0[b, b] x (blb)

Note that if one has an operator that is not normal ordered, then one has to normal-order the op-
erator prior to applying this theorem. For example, if O = (b + 6?2, then O =: O : +1, and
(BlOIb) = [(b + b)* + 1]e".

Completeness.

The unit operator can be decomposed in terms of coherent states as follows
1= 1),
bb
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where

dbdb 5
Z f -bb (13.242)
Zm
is the normalized measure for summing over coherent states. To demonstrate the completeness
relation, we will first derive the orthogonality relation between the wavefunctions ¢,(b) = (n|b) of

the coherent states: _
dbdb _j, -
= f S nlb)Blm) = S,
Tl

To prove this, let us substitute b = re’ and b = re™*. Although b and b are complex conjugates of
each other, they are derived from two independent real variables, and so the measure for integrating
over them is two-dimensional. We can transform the measure into polar co-ordinates by introducing
a Jacobian, as follows:

(13.243)

8[b.b1/5[r.4]
—_—
ob &b

ob @ —jre™i¢

ire'

drdg = ||, drdg = 2irdrdg

or  op

so that (13.243) factorizes into a radial and an angular integral,

omn
P —
_ 1 dbdb’n m ,~bb  _ N n+m —r* 2 d¢ ip(n—m)
Ly = e i —Db"b"e = Vot Jo 2rdrr™™e™ x Ee (13.244)

where we have substituted (n|b) = an and (b|m) = b"’ The angular integral vanishes unless

n = m. Changing variables > — x, 2rdr = dx in the ﬁr%t mtegral we then obtain
Onn —x
Iom = i f dx x'e™ = Onm
n! Jo

proving the orthogonality relation. Now since 6,,, = (n|m), we can write the orthogonality relation

(13.243) as _
dbdb
(nlm) = f e nlb)Blmy = (l ( f

Since this holds for all states |n) and |m), it follows that the quantity in brackets is the unit operator,
A dbdb _ dbdb |b){b
1= [ G- [ S8 Z 1)

2mi 2rti (blb)
Completeness relation

(13.245)

*””\b><b|) Im).

(13.246)

Appendix 13B Grassman Differentiation and Integration

Differentiation is defined to have the normal linear properties of the differential operator. We denote

]

a
o= o Op= 13.24
9 dc d oc (13.247)
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so that
dcc=0:¢=1. (13.248)

If we have a function
f@ )= fo+ fic+efi + fiace (13.249)
then differentiation from the left-hand side gives

Bcf = f~l _fIZE
O:f = fi+ fioc (13.250)

where the minus sign in the first expression occurs because the d operator must anticommute with c.
But how do we define integration? This proves to be much easier for Grassman variables, than for
regular c-numbers. The great sparseness of the space of functions dramatically restricts the number
of linear operations we can apply to functions, forcing differentiation and integration to become the

same operation :
fdc =0,

fdéi: 1, fdcc: 1,

fd&s(?;. (13251)

de:fdc:O (13.252)

In other words,
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Appendix 13C Grassman calculus: Change of variables

Suppose we change variables, writing
i &1
H=A): (13.253)
CY é:r

where A is c-number matrix, then we would like to know how to evaluate the Jacobian for this
transformation, which is defined so that

fdcl...dc,[...]=fj(c"“C)dgl...dg,[...] (13.254)
S8

Now since integration and differentiation are identical for Grassman variables, we can evaluate the
fermionic Jacobian using the chain rule for differentiation, as follows

8"
fdc....dc,[...] oo L]

a‘fﬁ a‘fP, "
ZP:(BL‘] e, )m[m] (13.255)

I ... r). . .

where P = ( P p ) is a permutation of the sequence (1...r). But we can order the differen-
| r

tiation in the second term, picking up a factor (—1)” where P is the signature of the permutation, to

obtain

op, 06 i
dey...de,|... = —lP LARRY /o) DA
fq el 2})]( )(66,1 acr)aﬁma&[ ]
A
o o6 ]
= fDetlA’lefl...df,.[.i.J (13.256)

Det[A™']

where we have recognized the prefactor as the determinant of the inverse transformation & = A™'c.
From this result, we can read off the Jacobian of the transformation as

-1
Cr...c _ dey...c
J( ! ) = Det[A]™! = |21

S & 06y ...&

which is precisely the inverse of the bosonic Jacobian. This has important implications for super-

symmetric field theories, where the Jacobian of the bosons and fermions precisely cancel. For our

purposes however, the most important point, is that for a Unitary transformation, the Jacobian is

unity.

(13.257)
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Appendix 13D Grassman Calculus: Gaussian Integrals

The basic Gaussian integral is simply

dedce"’z'" = fdédc(l —acc)=a

If now we introduce a set of N variables, then

fﬁd@ijjexpf[ZajEjCj] = Ha}‘
J

(13.258)

(13.259)

J J
Suppose now, we carry out a unitary transformation, for which the Jacobian is unity, then since
c=UE  ©=EUT,

the integral then becomes

J

fﬂ dEjdg;expl-E-A-¢1 = | a;
J
where A;; = 3 U*ilalU,j is the matrix with eigenvalues a;. It follows that
f]_[ dé;déjexp[—& - A - €] = Det[A] (13.260)
J

Finally, by shifting the variables & — & + A~ j, where j is an arbitrary vector, we find that

Zljl = fﬂdfjdfjexp[—(g'f\'§+]'§+-§-j)] = Det[Alexp[j- A" - j] (13.261)
J

This is the basic Gaussian integral for Grassman variables. Notice that using the result InDet[A] =
Trin[A], it is possible to take the logarithm of both sides to obtain
S[jl = —InZ[j] = —Trin[A] - j- A7 . (13.262)

The main use of this integral, is for evaluating the Path integral for free field theories. In this case,
the matrix A — —G~! becomes the inverse propagator for the fermions, and &, — (iw,) is the
Fourier component of the Fermi field at Matsubara frequency iw,,.
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139 Exercises

1. In this problem consider # = 1. Suppose |0) is the ground-state of a harmonic oscillator problem,
where b|0) = 0. Consider the state formed by simultaneously translating this state in momentum and
position space as follows:

|p, x) = exp [—i(xp — p3)]10).

By rewriting b=+ ip)/ V2,z=(x+ ip)/ V2, show that this state can be rewritting as
Ip, x) = "' 10)

Using the relation e = eAeBer81, provided [A, [A, BI] = [B, [A, B] = 0, show that |p, x) is equal
to a normalized coherent state ) . 1,
1P, x) = e E2 = F0ye 3

showing that the coherent state |z) represents a minimum uncertainty wavepacket centered at (¢, p) in
phase space.

2. Repeat the calculation of section 13.33. without taking the continuum limit. Show that the path integral
for a single boson with Hamiltonian H = eb'b with a large, but finite number of time slices is given by

N

nzy=) ln(e - iv,,F(v,,A‘r/2))

n=1

where F(x) = (1 —e™)/x. If you approaximate each term in the sum by its value at A = 0, and then
take N — oo the result obviously converges to the continuum limit. But the error contribution from
N such terms appears to be of order O(N X A7) = O(1). Use contour integration to show that this is
fortunately an over-estimate, and that the actual error is O(A7) = O(1/N).

3. Using path integrals, calculate the partition function for a single Zeeman-split electronic level de-
scribed by the action
S = f dr ﬁ((a‘,ﬁa, + O B) 1
Why is your answer not the same as the partition function of a spin § = 1/2 in a magnetic field?
4. Suppose

I ot
M = ez ZijAijcic'

where A;; is an N X N antisymmetric matrix, and the ¢t j are a set of N canonical Fermi creation
operators. Using coherent states, calculate

TrMM]

where the trace is over the 2V dimensional Hilbert space of fermions. (Hint: notice that MM is
already normal ordered, so that by using the trace formula, you can rewrite this in terms of a simple
Grassman integral.)

5. Calculate, to Gaussian order, the change in the BCS effective action for a fluctuation in the gap function
of the following form

1 .
AT = Ao+ — Y AT
VB Z
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where v, = 21T n is the Bose Matsubara frequency and A is a value of A which minimizes the effective
action. Use your result to confirm that the BCS Free energy per unit volume is accurate to O(1/V),
where V is the volume.

. Re-derive table 1. for the case of bosonic coherent states.

Ib) = ¢'10)
where the Grassman variable is now replaced by a conventional c-number b.

. (a) Suppose H = ec'c represents a single fermion state. Consider the approximation to the partition
function obtained by dividing up the period 7 € [0, 3] into N equal time-slices,
Zy = Trl(e™*™)V] (13.263)

where At = 8/N. By using coherent states |c¢) = e°'°|0), and approximating the matrix element from
time 7 to time 74, where 7; = jAT by

(@jsrle ™)) = e + O(AT?) (13.264)
where @ = (1 — Are), (Fig. 1.)
C3 c Cy cly e cop = —c3
! (13.265)
p=r, T, T, 0
show that Z3 can be written as a “toy functional integral”,
1 —a 0 |(c;
7y = fdi‘3d03d62dczd61dcl exp{—(¢3,¢2,¢1)|0 1 —af|c (13.266)
a 0 1 [\

(b) Evaluate Z3.

(c) Generalize the result to N time slices and obtain an expression for Zy. What is the limiting value
of your result as N — oo?

. Derive the completeness and trace formulae for a set of bosonic coherent states,

)y = e"'?|0) (13.267)

You may assume the basic result

dbdb _;, .-
Sum = f - "
2ni

In particular
(a) Show that the completeness relation is given by

DU =1

b). by

Z :f@e"}” (13.268)
2ni

b). B
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(b) Show that the trace formula is given by

TriAl = ) (BlAI)

1), 16)

(c) What is the key difference between the derivation of the Bosonic and the Fermionic path integrals?

. The one dimensional electron gas is prone to the development of charge-density wave instabilities.

The treatment of these instabilities bears close resemblance to the BCS theory of superconductivity.
Suppose we have a one-dimensional conductor, described by the Hamiltonian

H-uN = H,+H,

Hy = =t 3 (00 oo 40 obint o)
s

Hy = -g) npnj (13.269)
j

where g > 0 and ¢, creates an electron with spin o = +1 at site j. The separation between sites is
taken to be unity and the chemical potential has been chosen to be zero, giving a half-filled band.

(a) Show that H,, can be diagonalized in the form

Hy = = )" 21cos e i, (13.270)
ko

where ¢y = ﬁ S ¥jee ™ k=20, 1, ...N - 1) . Please note that the band is exactly half-filled,
so that the Fermi surfaces are separated by a distance 7 in momentum space and the average electron
density is 1 per site.

(b) Suppose a staggered potential V; = —(—1)/® is applied to the conductor. This will induce a
staggered charge density to the sample

1 .
(i) = 5+ (1/A /g (13271)
At low temperatures, the staggered order will remain even after the applied potential is removed.

Why? If the RMS fluctuations in the staggered charge density can be ignored, show that the interaction
Hamiltonian can be recast in the form

) A2
H; — Z ((71)4]9;, + j] +0(613). (13.272)

J

(c) How can the above transformation be elevated to the status of an exact result using a path integral?
(Note that the order parameter is no longer complex- does this change your discussion?)

(d) Calculate the excitation spectrum in the presence of the uniformly staggered order parameter A; =
A. (Hint: write the mean field Hamiltonian in momentum space and treat the terms that scatter from
one-side of the Fermi surface in an analogous fashion to the pairing terms in superconductivity. You
. . . ¢

may find it useful to work with the spinor ¥, = ko .
Chk+no

(e) Calculate the Free energy F[A] and sketch your result as a function of temperature. Write down
the gap equation for the value of A(T') that develops spontaneously at low temperatures.
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Chapter 14

Superconductivity and BCS theory

14.1 Introduction: Superconductivity pre-history

As a specific illustration of the above approach, we shall now develop the BCS theory of supercon-
ductivity using the path integral method.

Before we start, a brief diversion about the history of superconductivity. Superconductivity - the
phenomenon whereby the resistance of metal spontaneously drops to zero upon cooling below its
critical temperature, was discovered by Kamerlingh Onnes in 1906. However, it took more than 50
years to fully develop the conceptual framework required to understand this collective phenomenon.
During this time, many great physicists, including Bohr, Pauli and Feynman tried, yet failed to
develop a microscopic theory of the phenomenon.

Some highlights in the development of the theory of superconductivity were

e Discovery of the Meissner effect in 1933 by Meissner and Ochsenfeld. When a supercon-
ductor is cooled in a small magnetic field, the flux is spontaneously excluded as it becomes
superconducting. The Meissner effect demonstrates that a superconductor is, in essence a
perfect diamagnet.

e London’s observation in 1937, that perfect diamagnetism develops if the wavefunction devel-
ops a rigidity which prevents the paramagnetic component of the current evolving to screen
out the diamagnetic current. (See earlier discussions) Using this reasoning, London deduced
the famous relationship

2
iy (V-A=0)
m

j--

e Development of the Landau Ginzburg theory in 1951. Landau and Ginzburg extended the
Landau theory of phase transitions, proposing that superconductivity involves a complex or-
der parameter P(x). Using arguments of gauge invariance, LG reasoned that the Free energy
must contain a gradient term of the form

7= [ @xgicind - e Bucop
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Although we now know that ¢* = 2e¢, in the original version of the theory, Landau erroneously
convinced Ginzburg that he had an argument based on gauge invariance, that proves e¢* = e.
The vitally important aspect of this free energy function is that once ¢ # 0, the electromag-
netic field develops a mass giving rise to a super-current

) )2 S
- f =—@|¢|2A<x>
SA(x) m

~.
]

The BCS Hamiltonian is one of the earliest examples of “model Hamiltonians”. By the early
fifties, the observation of the isotope effect by Bernie Serin at Rutgers University, had lead to the re-
alization that the mechanism of superconductivity in conventional metals was driven by the electron
phonon interaction. Frohlich had proposed his Hamiltonian for the electron phonon interaction, and
had discovered that these interactions can give rise to sliding charge density waves. Frohlich’s theo-
retical prediction of charge density waves was twenty five years ahead of its time, but it also misled
him into thinking that charge density waves could provide the explanation of the Meissner effect.
Frohlich’s error was to neglect the effect of pining, which in any disordered materials, prevents
incommensurate charge density waves from sliding freely.

In the early fifties, Bardeen and Pine’s recognized that to make progress with the theory of
superconductivity, it would be necessary to simplify the Hamiltonian by carrying out a canonical
transformation that eliminates the phonon degrees of freedom, giving rise to an effective electron-
electron interaction. The Bardeen Pine Hamiltonian is the immediate predecessor of the BCS model

14.2 The BCS Hamiltonian
We start with the BCS Hamiltonian

0
H= Z €€ ko Ckor = 80A7A

ko v
where
A= Z Ck|CKkT» AT = ZC*kTCt—kl’
kilel<wp k

are the operators that annihilate or create a uniform pair density. Note how the interaction between
electrons is limited to within an energy wp of the Fermi energy. This “simplified” pairing Hamilto-
nian is the one originally used by BCS. Notice how the interaction

80
Hy=-2% el kemwjcir,
V&

involves pairs of infinite spatial extent (all momenta summed over). This feature enhances the
mean-field properties of the model to the point where mean-field theory actually gives the exact
solution.
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(i) Decoupled S eff
from Fermions |
dA 2
-_— A
S = f da* )cu
8
white noise
0 A
(ii) Coupled to Seff
Fermions: oA
4 AP A
% Sepr = | deS s = Tin@x + hegslB,AD
A, 20
0 o
A

Fig. 3 Effective action for auxilliary field.

The volume normalizing factor 1/V is required so that this term grows linearly, rather than quadrat-
ically with volume V. We shall redefine g = go/V to simplify our maniupations, re-instating the
volume at the end of the calculation.

The appearance of just one A and AT in the Hamiltonian makes it particularly easy to apply the
methods introduced in the last section. We begin by writing the problem as a path integral

Z= f D¢, cle™

where

B _
S = L Z Ckor (07 + €&)cko — 8AA

ko

501

bk . pdf

June

Chapter 14.

©Piers Coleman 2011

28, 2011

Next we introduce the identity

f DIA, Al exp[é f dTA(T)A(T)]:l (14.1)
0

into the path integral. By shifting the variables A — A + gA, A — A + gA, we obtain

Z = DIA,A,E,cle™
] I

s = f dr Z Croe (07 + €)Cko + AA + AA + —AA (14.2)
0 Yo 8

where A(7) is a function of time only. In a Nambu notation, this can be re-written

_ 1-
s = j:d‘r {Zk: I + b + gAA} (143)

where
we= (N (14.4)
Ck.l
defines the Nambu spinor and
& AT)
= A(T) —a, = T3 + A[T] + A2T2 (1445)

is the matrix Hamiltonian, where A = A; — iA>, A = Ay + iAy, and (11, T2, 73) are the three Pauli
matrices. ( By convention the symbol 7 is used to denote an “isospin” from a conventional spin.)
Notice that the action is now quadratic in the Fermi fields, so we can formally carry out the Gaussian
integral of the Fermi fields, “integrating out” the Fermions to obtain

, 8
e SarIAAl = l_[ det[dr + hy (T)]e” Jaety
K

for the effective action, where we have separated the fermionic determinant into a product over each
decoupled momentum. Thus

- AA
SerrlA Al = fﬁdr— + » Trln(0; + k).
1f b g ; [N

where we have replaced Indet — Trln. Except for certain uniform, or almost uniform configurations
of A, we can not calculate S, explicitly. It turns out however, that these configurations dominate
the path integral in the limit V — oo. To see this consider the path integral

Z= f DIA, Ale~SerAA
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The effective action is actually extensive in the volume, V, so thatas V — o0, S /V is a constant. This
means that when we find the configuration of A = A, which minimizes S s, the cost of fluctuations
0A around this configuration will also be of order O(V), i.e. the amplitude for a small fluctuation is
given by

SAI2
675 — e*S(,+0(V)><\OA|

The appearance of V in the coefficient of this Gaussian distribution implies the variance of small
fluctuations around the minimum will be of order O(1/V), so that to a good approximation,

7 = o= SerrlBod+0(1)
This is why the mean-field approximation to the path integral is essentially exact for the BCS model.
Since the original problem is translationally invariant, we expect the configurations that mini-
mize the action to also be uniform. The mean-field approximation to the path integral is made by
replacing the integral over the A field by its uniform “saddle-point” value, obtained by replacing

A(t) with a uniform field A(t) = A; — iA;. In this case, we can use momentum and frequency
eigenstates for the Nambu fields

1 )
(D) = — ) e
P
In this basis,
Or + h — [~iw, + ]

so that the determinant

det[d, + Iy ] = ]_[ det[—iw, + ] = ]_[[wﬁ +& +IAP]
n

n

and the effective action for a uniform field is

Se 1Al

‘ﬂ” —TZln W2+ + AP+ - ;
We see that this is nothing more than the mean-field free-energy for the BCS model. Minimizing
Fepy wrt A gives us the gap equations

OF A A
off =-> sv2 -0 (14.6)
dA Hwp+EL g

or

1
b Z > BCS Gap equation (14.7)
80 Kn

W k
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where

Ex = & + AP

is the quasiparticle energy and we have re-instated go = g/V. This is the BCS gap equation.

Actually, for most of our purposes, it proves easier to manipulate the Free energy in its discrete,
Matsubara form. We can in fact carry out the Matsubara sum at any stage in the above manipulation.
Using the contour integration method,

dz AP
Fepr =~ zk: 56 Tm‘f@l“[zz - Epl+ VE

where the integral runs anti-clockwise around the poles of the Fermi function. The logarithm inside
the integral can be split up into two terms

In[z? - E}] — In[Ex — 2] + In[-Ex — 2]

which we immediately recognize as the contributions from fermions with energies +E, so that the
result of carrying out the contour integral, is

d3k AP
Fop = —va—3 ln[l + e PE] +1n[1 + &5 ]+vu
o (2m) 80
IA\2
= 2TV 3|1n[2cosh(ﬂEk/2)‘ (14.8)
ladl<wp (27) 80

Differentiating w.r.t. A and setting OF .5y /OA = 0, then gives

1 ‘f &k [M] (14.9)
|

80 Jiacwp @03l 2E

f we approximate the density of states by a constant N(0) per spin over the narrow shell of states
around the Fermi surface, we may replace the momentum sum by an energy integral

*—N(O)f temh(,B\/2 + A2 /2)] (14.10)
Ve + A2

14.3 Computing T,

To compute 7. we shall take the Matsubara form of the gap equation (14.7), which we rewrite
replacing the sum over momenta by an integral near the Fermi energy, replacing % >k — N©O) fde

we get
— = TN(®) Z f

1

— 2T N(0) -
R+ N |(‘Jn|z<;‘)u Vi + A2
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where we have extended the limits of integration over energy to infinity. By carrying out the integral
over energy first, we are forced to impose the cut-off on the Matsubara frequencies.
If we now take 7' — 0 in this expression, we may replace

1y 1Y s [

Wy

(14.11)

so that at zero temperature and set 7 = 0, we obtain

_ wp de _ L (wp)] zwiD
1 = gN(O) fo T = 4NO) [smh (A )]~gN(0)ln( > )

where we have assumed gN(0) is small, so that wp/A >> 1. We may now solve for the zero
temperature gap, to obtain

A = 2wpe T (14.12)

To calculate the transition temperature, we note that just below the transition temperature, the gap
becomes infinitesimally small, so that A(T;) = 0. Substituting this into (14.11), we obtain

1 1 (1 1
— =T, = 2nT, -
gNO) e 2. ol ”“Z(wn wn+wu)

|lwnl<wp n=0

where we have imposed the limit on w, by subtracting off an identical term, with w, — w, + wp.
Simplifying this expression gives

1 SIER. 1
gN(©) :Z[n+17w +l+ﬂ]
n=0 2 n 2 27T,

At this point we can use an extremely useful identity of the digamma function y(z) = d% InT(2),

ST 1
w(z):7C7Z(“)(z+n7 1+n)

where C = 0.577 is the Euler constant, so that

~In(wp/(2T.))
1

1
PO

wp

wpe V)
27T,

1
(=) = In| 22—
) t//(z) n[ T, |
We we have approximated ¥(z) ~ In(z) for large |z]. Thus,
~1.13

e

e U(112) 4

T.= ( 3 )w[)e N0
T

(14.13)
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Notice that the details of the way we introduced the cut-off into the sums affects both the gap A in
(14.12) and the transition temperature in (14.13). However, the ratio of twice the gap to T¢,

2A 1
= = 8re’2) %353
T(‘

is universal for BCS superconductors, because the details of the cut-off cancel out of this ratio.
Experiments confirm that this ratio of gap to transition is indeed observed in phonon mediated

superconductors.

144 BCS Wavefunction and Boguilubov quasiparticles

Below the transition temperature, the finite pairing field A modifies the motion of the electrons.
Let us examine the Hamiltonian which appears in (14.5). If restore the Grassman variables to full-
fledged operators, we see that

H o= >y
k
_ ot & Ak,
= Zk:-(c k1> C—kl) A -a (Efk,i)'

Z ekcfka-ckg + Z [Ac_lekT + ActkT(’j—kl] (14.14)
k

ko
Notice how the off-diagonal terms associated with the pair condensate cause electrons to intercon-
vert into holes with the same momentum and spin. This kind of scattering is sometimes referred to
as “Andreev scattering”'. In making this transformation, charge 2e is transferred into the electron
condensate.

One of the interesting aspects of superconductivity, is that it can be regarded as closely anal-
ogous to a magnetic ordering process. Magnetism involves an ordering or condensation of spins.
Superconductivity takes place in charge rather than spin space, and we may regard the Nambu
isospin operators 7 as a direct analog of the Pauli spin operators, operating in charge or “isospin”
space.

It is very convenient to introduce the unit vector, defined by

. (Al Ay Ek)
k=757

where as before, Ex = ,/eﬁ + |A]? is the energy of the paired electrons. Notice that 7% = 1 is a unit
vector. For the discussion here, we shall choose the phase of A so that Ay = 0. In terms of this
vector,

kk = T3 + A7) + AxTy = Exiig -7

! Andreev noticed that although the momentum of the hole is the same as the incoming electron, its group velocity
Vk(—€x) = Vk(—&) = —Vie, is reversed. Andreev reasoned that such scattering at the interface of a superconductor
leads to non-specular reflection of electrons, which scatter back as holes movign in the opposite direction to incoming
electrons.
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where 7 = (71, 72,73). The vector 7 points “upwards” above the Fermi surface, and “downwards”
beneath it. In a normal metal, the 72 vector abruptly reverses at the Fermi surface forming a sharp
domain wall. In a superconductor, the 71 vector is aligned at an angle 6 to the Z axis, where

€k
cosf = —,
Ex

and the domain wall is now spread out over a kinetic energy range of order A, as shown in figure
(14.1). From this perspective, §k = —Ex#i is a kind of “Weiss field” acting in isopsin space. This

(@)

(b)

>0

e<0

Figure 14.1: Showing the reversal of the isospin direction 7 around the Fermi momentum for (a) a
normal metal and (b) a superconductor.

is the basis of Anderson’s “pseudo-spin” interpretation of the BCS ground-state. According to this
picture, one expects the isospin at each momentum k to align itself parallel to this field, i.e
Wty =~ = ~(sin by, 0, cos )

@

In a normal metal, the “z” component of the isospin is given by

-1 (k> kp)
lpi‘k‘r3l//k:VlkT"'nkl_l:{ 1 (k<k£)
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but in a superconductor, this becomes

€k
[2 2
g +A

so the occupancy becomes smeared around the Fermi surface.

Let us begin by constructing the BCS ground-state wavefunction. We wish to construct a state
where the isospin at each k vector is rotated to be antiparallel to the effective field Ek = —FExig. At
each k vector, we shall identify the empty state and doubly occupied state as “down” and “up” states
respectively:

2nk—1=—

=0y
Ink = 2) = e’ iy [0).

[ Ui
[

(14.15)

To produce the state where the isospin is rotated through an angle 6 about the y axis, we act on the
vacuum with the isospin rotation operator as follows

iyt
1) = €2V RN )

(cos %k — isin %'//+kryl//k)| Uk)

cos %] 1) ~ sin X1 o)

Ok =+
- (cos % —sin %‘o'mctkl)\ I (14.16)
The ground-state will then be a product of these isospin states
|BCS) = 1_[ 6) = ﬂ (cos Ok _ gin Ot )|0> (14.17)
) k 2 2 €K1C k| .

k

By convention, the coeflicients cos (%“) and sin(%“) are labelled uy and vk respectively, where,
writing

2 2 (O 1 - 1 €
U = Cos (5) = E[l + cosG‘k] = 5 1+E—k]
vizsinz(%) - %[1— cos&k]:%[l—;—z] (14.18)

By convention, the normalization of this state is dropped, and the BCS wavefunction is written

BeS) = [ T1a = [ ] (1 +mewactsa) 0), =5 (14.19)
k

K U
Remarks
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o Since (¢’ _k1efkp)? = 1, (1 +ykel k ¢Tk) = Exp(ykc’ —k ¢¥kq), the BCS wavefunction can be
re-written as an explicit coherent state

IBCS) = ¢'[0)
where
= ZWT-MCTM
k
is the bosonic pair operator that condenses.

e The BCS ground-state has an indefinite number of particles and can be written as a linear
combination of states of definite numbers of particles

1
IBCS) = ), —n)

where |n)y = (b%)"|0) is a state of n electron pairs. Since the pair operator has condensed, it
costs no energy to add a pair, and in the thermodynamic limit, each of these states has the
same free energy per unit volume.

e If the phase of the electron operator is changed ¢y, — €?c’k,, the pair order parameter
A = —g Y {c_gickr), until now assumed to be real, acquires a phase A — e 2A, and the
BCS wavefunction becomes

16) = H ) = ]_I (1 + emyk‘j—kicfm)l(» - Z %ei2n€|n>
X X 1

The action of the number operator N on this state may be represented as a differential with
respect to phase,

(14.20)

. 1., d
Ny = Z Ezne'z""\m = i)

so that

= —l%.
In other words, the phase of the order parameter is conjugate to the number operator, and like
position and momentum, or energy and time, the two variables therefore obey an uncertainty
principle

AOANZ 1.

so that a state of matter with a precise phase, has an ill-defined particle number.

o The electron pair operator b’ can also be rewritten as a real-space operator
o' = [@r [[@rye-rutow'e
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where y(P)is the Fourier transform of yy. In this way, we see that b' creates a single Cooper
pair with a spatial wavefunction given by y(¥ — ¥). The spatial extent of the Cooper pair is
governed by the region of momentum space where uy and vk deviate significantly from unity
or zero - i.e the area within a momentum Akp of the Fermi surface, where veAk <A. The
corresponding spatial extent of the Cooper pair is then
ke

This length is known as the “coherence length” of a superconductor. Notice how the larger the
gap, the smaller the coherence length. Conventional superconductors have coherence lengths
of several hundreds of Angstroms, but high temperature superconductors, which have very
large gaps, and in heavy electron superconductors, which have very small Fermi velocities,
the coherence length can drop to a size comparable with the lattice constant.

Let us now construct the quasiparticle operators that diagonalize the mean-field Hamiltonian for

the paired superconductor. In a superconductor, the Andreev scattering mixes particle and holes to
produce the gapped spectrum illustrated in Fig. 14.2. We accordingly expect that the quasiparticle
operators are linear combinations of electron and hole states.

ek + A2

kr k

Figure 14.2: In a superconductor, the presence of the pair condensate Andreev scatters particles into
holes, producing a gap in the quasiparticle excitation spectrum

Let us first recall that for any one-particle Hamiltonian H = W(,h,,ﬁw/j, we can construct “quasi-

particle” operators aty = Wﬁ(ﬂl/b which transform H into the diagonal form H = },; Ea®ya;.
Now the matrix element between the original one particle state |@) = ¥ ,|0) and the quasiparticle
state |1) = af,|0) is (@|AA) = hap(BlAy == E {(all), in other words, (B|1) is an eigenvector of h,g.
Now in BCS theory, the uiy = (chT, c_x|) are the components of the Nambu spinor, whose first and
second components respectively create a particle and and a hole. Remarkably then, the procedure
of diagonalizing the one-particle Hamiltonian must mix particle and hole.

28, 2011
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To construct the quasiparticles, we note that the Nambu Hamiltonian,
= Exit- 7

k

. L u -V . Lo .
has two eigenvalues, +Ey with eigenvectors (v ) and ( u k) which describe isospins that are parallel
k k

and antiparallel to 71, respectively. These satisfy

R PV R Py
n-7 = s a7 =-
Vk Vk ug Uk

It follows that the appropriate quasiparticle operators for the BCS Hamiltonian are

R
“r
=
Ly
Il

* U, * . . .
Uk (vk) = 'kl + Cok| VK Boguilubov quasiparticles

[V
oy = W k( uk“) = e — v (14.21)

which respectively create a spin up quasiparticle and quasihole with momentum k. The transfor-
mation that mixes particle and hole in this way is called a Boguilubov transformation. Boguilubov
originally studied this kind of transformation for interacting bosons inside a Bose-Einstein conden-
sate.

We can combine these two quasiparticle operators into a single Nambu spinor @i as follows

=Ux
——

oot — oyt (M VR
Qk*(a’k'r,ﬂ’—kl)*(//k(vk uk)*l//kUk

where Uy is a unitary matrix whose columns are the eigenvectors of hi. Taking the Hermitian
conjugate, @k = UTkl//k and since UUT = 1, it follows that Yk = Ugag. Now since Uk contains the
eigenvectors of Ay,

UxExT3

—
hx = hxUx ax = UxExt3ak

so that

H = Z’fkhk'l’k = Z ' kExTsax
k k
is diagonal in the quasiparticle basis. Written out explicitly,
H = Z Ek((l%kT“kT - a—kLUZT—kL)

K
Z Ex(@ ko) - Z Ex
ko k
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from which we see that the ground-state energy is given by
Eg=-) Ey
3

Let us now explicitly check our results by verifying that the destruction operators @y, annihilate the
BCS ground-state, ax,|BCS ) = 0 To see this, first note that ax; commutes with (i +viee’ iy cip)
unless K’ = Kk, and in this case,

—ukc' kp

e
(i + vice’ gpc’ Kkt + Vi [, ¢ e
= uk(ug + vi¢' k" kp)ekp

k(i + viee ki)
(14.23)

so that

aglBCS) = ang | [ (e + vioe™aerchon0) = [ [ + e e etienalo) = 0
K K
The down-spin case can be proved in a similar fashion.

14.5 The Nambu Greens function

To describe the propagation of electrons and this interconversion between electron and hole, we
require a matrix Greens function, often called the Nambu Greens function, which is just the Greens
function formed from two Nambu spinors:

Gop(l, T) = ~(Tna (D 15(0)) (14.24)
which may be written out more explicitly as
o - -f(apfecumncun)
_ (Tag@cq(0)  (Teip(t)e—k, (0)) (1425)

T k(D g (0)) (Tt gy (T)ek (0))

The off-diagonal elements of this propagator result from the Andreev reflection. These anomalous
parts of the propagator were first discussed by Gorkov, and are written as

F(k, 1) = ~(Tckp(m)c—k1(0)), Fk,7) = ~(Tc (D) (0)), (14.26)
From our general path integral result (13.133), we note that just as in the normal metal,
1 iwyT T
- =- | dre"“"(Texe (1) ka)s (14.27)
Wy — € 0
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in the matrix generalization,

B .
liw, — 1™ = f dre'“"G(k, 1) (14.28)
N EA

is the Nambu propagator in Fourier space. From (14.5), we have & = 73 + Aj71 + Ao, For
simplicity, lets assume that A is real, so that Ay = 0, then

iw, + T3 + A1)

k) = = 14.29
g iw, — 613 + ATy (iwp)? - EIZ{ ( )
Written out explicitly, this is
. 1 iw, + € A
K iw,) = ———— | " . 14.30
Ghion = s | s ivn-a (14.30)

where Ex = ,/Eﬁ + A? is the quasiparticle energy. (One can restore a complex A by replacing
A — A in the lower-left component of G(k)).

Let us now examine how to obtain the same results diagrammatically. The Andreev scattering
converts a particle into a hole, so we we may associate scattering vertices with the Andreev reflection
events as follows:

ﬁ

Ac,k Ckr =

Actipe = —<—%—>— A (14.31)

The “bare” propagators for the electron and hole are the diagonal components of the bare Nambu
propagator

1
G,(k)y=———= [’“’”‘“ } (14.32)
=0 Wy, — €T3 iw,,]+sk
We denote these two components by the diagrams
k 1
———— = Gob =-
“k iwy, — &
——<—— = —Go(-k) = - (14.33)
iw, + e

(The minus sign in the second term is because we have commuted creation and annihilation opera-
tors to construct the hole propagator. ) The Feynman diagrams for the conventional propagator are
given by

k - k -k k -k k
_ ko VLT +..(1434)

Notice how the electron Andreev scatters an even number of times. This enables us to identify

a “self-energy” term that takes the form
k—

—k AR
(S D =3h= =
iwp + e
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Inserting this into the propagator, yields

G = —— +>CE D>+ >CTO>CT +

1 1 iw, + e

= - . = = — . (14.35)
iw, — e — Z(iwy) iw, — & — io‘l'AfE (lt.{)n)2 — Eﬁ
'nT€k
In a similar way, the anomalous propagator is given by
-k k —k k -k k

- + + o

. S (14.36)
so that

Fb) = A 1 _ A
iwy + € iw, — & — ia‘:ffek (i(f‘)n)2 - Elz{

Finally, note that we can also see the quasiparticle structure in the Nambu propagators. The
operators

PO= 340D, PU0=3(0-7D,

satisfy P2 = P,, P> = P_and P, + P_ = 1, and furthermore,
P (k)(fi - T) = Py(K), P_(k)(7ix - 7) = —=P_(k),

so that these operators conveniently project the isospin onto the directions +ny.
We can use the projectors P. (k) to project the Nambu propagator as follows

1
Pit+P)————
Bt P B 7

g

= P - —
iw, — Exn-1
1

+ 7 A A
iw, — Exin-1
1

=P (14.37)

U
* iw, — Ex iw, + Ex
we can interpret these two terms as the “quasiparticle” and “quasi-hole” parts of the Nambu propa-
gator. If we explicitly expand out this expression, using

1 & A
— E) 2E)
ote| B A
3Ex 2

we find that the diagonal part of the Green’s function is given by
2

Gk) = e

2
V;
— t 7“
iw, — Ex  iw, + Ex

confirming that uy and vk determin the overlap between the electron and the quasiparticle and quasi-

hole, respectively.
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Example 14.1:
(a) Starting with the equation of motion of the Boguilubov quasiparticle, If the Boguilubov
quasiparticle a'rkT = C"kTuk + g VK @k,

da’

[H, o] = T:T = Exa'ig (14.38)

where Ey is the quasiparticle energy, explicitly show that (:k) must be an eigenvector of
k

nfi)-(x 2)e)==()

(b) By solving the eigenvalue problem assuming the gap is real, show explicitly that

hy that satisfies

1
uﬁ = 3 g =
(& + A2
1
2 = 2fi==2 (14.39)

Solution:

(a) We begin by writing
agy = e (uk)

Vk

where ¥y = (cfm, c_xy) is the Nambu spinor. Now since [H, il = vl hy, it follows
that

(H,a'ig] = w'i by (‘v‘l':) (14.40)

Comparing (14.38) and (14.40), we see that the spinor (':k) is an eigenvector of Ay,
K

w(2)-3 )=

(b) Taking the determinant of the eigenvalue equation, det[/, — Ex1] = Eﬁ - eﬁ — A’=0, and
imposing the condition that Ex > 0, we obtain obtain Ey = ,/eﬁ + A2,
Expanding the eigenvalue equation (14.41) we obtain

(14.41)

(Ex—aux = Awg

Aug = (Ex + &)vk (14.42)
Multiplying these two equations, we obtain (Ex — a)uy = (Ex + a)vy, or iy + vi) =
a = Ex(uf —v2),since ui +vi = 1 . It follows that uf — v = a/Ey. Combining this with
ulz( + vﬁ = 1, we obtain the results given in ( 14.39 ).
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14.6 Twisting the phase: the superfluid stiffness

One of the key features in a superconductor is the appearance of a complex order parameter, with
a phase. It is the rigidity of this phase that endows the superconductor with its ability to sustain a
superflow of electrons. This feature is held in common between superfluids and superconductors -
and indeed, the liquid He — 3 undergoes a pairing instability around 3mK, involving a condensation
of triplet Cooper pairs.

The feature of superconductors that makes them stand apart from their neutral counterparts, is
our ability to couple to the phase of the condensate with the electromagnetic field. The important
point here, is that the phase of the order parameter, and the vector potential are linked by gauge
invariance. To see this, consider that the the microscopic Kinetic energy term

1 N
T = f & xo o (O(=ihY = A ()
m
is invariant under the gauge transformations

Uolx) — €™y (x)

Ax) — A’(x)+§%(x) (14.43)

If we now consider the order parameter

W) = Wy ()

we see that under a gauge transform, W(x) — ¢2*@¥(x), in other words, the phase of the order
parameter Y(x) = |¥(x)|e®™ , transforms as

(%) = $(x) + 2a(x)

Now if the phase becomes “rigid” beneath T, then the overall energy of the superconductor must
acquire a phase stiffness term of the form

F o~ f s (v (14.44)
2
However, such a coupling term is not gauge invariant under the combined transformation
¢ = ¢+ 2a,
> 5 h
A - A+-Vax (14.45)
e

Indeed, in order that the Free energy gauge invariant, the phase stiffness must take the form

2
7o [ (Fo - Xdw] Tt

2
= f 9 (X(x) - Eﬁqﬁ(x)) + FemlAl (14.46)
2 2e
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where 7,,,[A] is the Free energy of the electromagnetic field and we have substituted

(2e)?
= 72 Ps
Since ¥, is invariant under gauge transformations, it becomes possible to redefine the vector po-
tential

s hoo
A() = AX) = V()

to “absorb” the phase of the order parameter. Once the phase of the order parameter is absorbed
into the electromagnetic field,

422,0‘; P
‘7’~£ e A(x)” + FemlAl, (14.47)

and the vector potential has acquired a mass. This phenomenon whereby the gauge field, “eats
up” the phase of a condensate, losing manifest gauge invariance by acquiring a mass is called the
“Anderson-Higgs” mechanism. This is the root mechanism by which gauge fields acquire a mass in
particle physics.

Shortly after the importance of this mechanism for relativistic Yang Mills theories was noted by
Higgs and Anderson, Weinberg and Salem independently applied the idea to develop the theory of
“electro-weak” interactions. According to this picture, the universe we live is a kind of cosmological
Meissner phase, formed in the early universe, which excludes the weak force by making the vector
bosons which carry it, become massive. It is a remarkable thought that the very same mechanism
that causes superconductors to levitate lies at the heart of the weak nuclear force responsible for
nuclear fusion inside stars. In trying to discover the Higg’s particle, physicists are in effect trying to
probe the cosmic superconductor above its gap energy scale.

If we now look back at (14.46), we see that the electrical current carried by the condensate is
S —Q(Akx) - z%&(x)).

SA(x) 2e
This permits us to identify Q with the “London Kernel” introduced earlier in the study of electron
transport. What is different here, is that this quantity is now finite in the DC, zero frequency limit.
Thus, once a charged order parameter develops a rigidity, the matter becomes a perfect diamagnet,
developing superconductivity.

Let us now continue to calculate the phase stiftness or “superfluid density” of a BCS supercon-
ductor. Formally, to twist the phase of the order parameter, we need to allow the order parameter to
become a function of position, so that now the interaction that gives rise to superconductivity can
not be infinitely long-ranged. In the simplest case, we can simply consider a local interaction

~.

Hi = -g f & 1 T (W (DU ()
Under the Hubbard Stratonovich transformation, this becomes

A A(x)A
Hp— fd3x[A(X)l//L(x)'//T(x) +yt (0w ()AR) + %
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so that now, the phase of the order parameter can develop a non-uniform configuration. We’ll
imagine a superconductor on a torus in which the phase of the order parameter is twisted, so that
A(L) = ¢"*?A(0). Let us consider a uniform twist, so that

A(x) = 4N,

where d = %5(. Now by gauge invariance, this twist of the order parameter can be removed by a
gauge transformation,

AX) o eTAGN) = Ay

A = A-—ad (14.48)

2e
so a twist in the order parameter is gauge equivalent to a uniform vector potential A= %ﬁ, and vice
versa- a uniform vector potential is gauge equivalent to a twisted order parameter field.

So to calculate the stiffness we need to compute the Free energy in the presence of a uniform
vector potential. On a taurus, this implies a threaded magnetic flux. Indeed, the total change in the
phase of the order paramter is given by

T

2
Ap=al =240 =20 =22
h ) L

where @ is the magnetic flux through the torus. The twist angle can by written

(0]

Ap =2n—

¢ D’
where 4
Oy = —

07 %2

is known as the superconducting flux quantum. Each time the flux through the taurus increases by
@, the superconducting order parameter is twisted by an additional 27.
so inside /y

Introduction of vector potential € — €_, 4.
€ & o
€T3 ( k-eA ) = ( k—eA ) =77 (14.49)
—€ > o —€ o —eA
—k—eA k+eA
ie,
ﬁl? - ﬁéfeA;g = 6/?75/{137- +A7

The Free energy in a field is then

A2
F=-T Z Trln[e,?i{AQ T+ AT —iw,] + —
K,iw, “n 8
‘We need to calculate
0 1 &F
b= "
“ V 0A.0A,
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Taking the first derivative with respect to the vector potential gives us the steady-state diamagnetic
current 9F |
[é
)= gar =7 > Tr[eVagz Gk - eA)]

(M 'B 4 k=(K,iw,)

where we have introduced the shorthand G(k — ¢A) = [iw, —hy - 17" = [iw, — —Ar 7l

X X ) —k—eAtz 6/?—1)/:13 73
Taking one more derivative,

X diamagnetic part paramagnetic part
——
e

A=0 'BV k

l O*F
V 0A,0A,

e e
Ous = V2, &Tr [13G(0)] + VeV Tr GG (K)]

where we first used the relation [.)%,G(k —eA) = eVpgGk - eA)? and then set A = 0. We may
identify the above expression as a sum of the diamagnetic, and paramagnetic parts, respectively, of
the superfluid stiffness. The diamagnetic part of the response can be integrated by parts, to give

2

,BV 2 Vabe ATr [13G (k)]

Ve Tr[13V,G(K)]
/3V ;;

= VgV Tr [13G () T3G (k)] (14.50)
BV k.nn

Notice how this term is identical to the paramagnetic term, apart from the 73 insertions. We now
add these two terms, to obtain

diamagnetic part paramagnetic part
— ——
Qu =5y ZVae Ve | Tr GRG0 - TrGRGK)]

Notice, that when pairing is absent, the 73 commute with G(k), and the diamagnetic and paramag-
netic contributions exactly cancel. We can make this explicit, by writing

Ous = 2BV Z VaeeVoeiTr [[73, GROP].
Now A
[73,G(k)] = #
(“J‘)n)2
SO
2 8 Az
—Tr|[r3, G(k =8
[ims. Gbr] [(@n)? + & + A2
so that
A2
\Y 53 >V, G555 14.51
Z K () + €+ NP (1430
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Remarkably, although the diamagnetic and paramagnetic parts of the superfluid stiffness involve
electrons far away from the Fermi surface, the difference between the two is dominated by electrons
near the Fermi surface. This enables us to replace

126w
2 o0 o o0
VZV(,EEVbEE{...]zN(O)f defTﬂkvavb{... —L”N(O)va def{...}.
Xk - =

Note that the factor of two is absorbed into the total density of states of up and down electrons. We
have taken advantage of the rapid convergence of the integrand to extend the limits of the integral
over energy to infinity. Replacing %N(O)v2 = 2, we can now write Qu» = Qdap, Where

ne’ A?
Q(T)_iTZf (52+w + A2)2 :(W)HTZ

T (wh + A2}

To evaluate this expression, it is useful to note that the argument of the summation is a total deriva-

tive so that
Wp
o = ( )HTZ Ow, ((wn AZ)I/Z)

so that

Now at absolute zero, we can replace 7'}, — 2” s

=1

dw d w ne*
000) = 0o —(—)L 2L (7@2%2)]/2%(7).

In other words, all of the electrons have condensed to form a perfect diamagnet. To evaluate the
stiffness at a finite temperature, we rewrite the Matsubara sum as a clockwise contour integral
around the poles of the Fermi function

_ A 2
o(T) = Qo fﬁm s 2m.f(z) Z ( m) (14.52)

By deforming the integral to run anti-clockwise around the branch-cuts along the real axis, and then
integrating by parts we obtain:

dz d z
T) = —f@Q)— | ——
o) Qor ng A axic 2 @ dz( o _Zz)
< d z
Qo j: dwf(w)alm(irz — )FWM
B ~ df(w) z
oo =) | o Lol ml =) s

Now a careful calculation of the imaginary part of the integrand gives

m[ @ ]:Im[ i ):( e )G(wz—Az) (14.54)
VA2 — (w - i6)? V= (w? = A?) +i6 sgn(w) Vw? - A?
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so the finite temperature stiffness can then be written

- ~ df(w) w
on - o= w52 =) (19

where the factor of two derives from folding over the contribution from the negative region of the

integral. The second term in this expression is nothing more that the thermal average of the quasi-
particle density of states Ny, (E) = N (O)ﬁ. This term can thus be interpreted as the reduction
in the condensate fraction due to a thermal depopulation of the condensate into quasiparticles. We

can alternatively re-write this expression as a formula for the temperature dependent penetration
depth

Lo %E)
2(T) 430 N(0)

where 1/42(0) = 402
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Chapter 15

Local Moments and the Kondo effect.

15.1 Strongly Correlated Electrons

One of the fascinating growth areas in condensed matter physics concerns “strongly correlated sys-
tems”: states of matter in which the many body interaction energies dominate the kinetic energies,
becoming large enough to qualitatively transform the macroscopic properties of the medium. Some
of the growing list of strongly correlated systems include

e Cuprate superconductors, where interactions amongst electrons in localized 3d-shells form
an antiferromagnetic “Mott” insulator, which develops high temperature superconductivity
when doped.

e Heavy electron compounds, in which localized magnetic moments immersed within the metal
give rise to electron quasiparticles with effective masses in excess of 1000 bare electron
masses.

e Fractional Quantum Hall systems, where the interactions between electrons in the lowest
Landau level of a two-dimensional electron fluid generate a incompressible state with quasi-
particles of fractional charge and statistics.

e “Quantum Dots”, which are tiny pools of electrons in semiconductors that act as artificial
atoms. As the gate voltage is changed, the Coulomb repulsion between electrons in the dot
leads to the a “Coulomb Blockade™, whereby electrons can be added one by one to the quan-
tum dot.

e Cold atomic gases, in which the interactions between the neutral atoms governed by two-body
resonances, can be tuned by external magnetic fields to create a whole new world of strongly
correlated quantum fluids.

In each case, the interactions between the particles have been tuned - by electronic or nuclear
chemistry, by geometry or nanofabrication, to give rise to a state of condensed matter in which
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the interactions between the particles are large compared with their typical kinetic energy. The
next two chapters will introduce a corner strongly correlated electron physics: the physics of local
moments and heavy fermion compounds. A large class of strongly correlated materials contain
atoms with partially filled d, or f orbitals. Heavy electron materials are an extreme example, in
in which one component of the electron fluid is highly localized, usually inside f-orbitals giving
rise to the formation of magnetic moments. The interaction of localized magnetic moments with
the conduction sea provides the driving force for the strongly correlated electron physics in these
materials.

Increasing localization —
Magnetic moments

Np Pu Am Cr

Increasing

v Cr Mn localization

Superconductivity

3d 5f 4f

transition actinide rare earth

Figure 15.1: The Kmetko-Smith diagram, showing the broad trends towards increasing electron
localization in the d- and f-electron compounds.

Within the periodic table, there are broad trends that govern strongly correlated electron be-
havior. The most strongly interacting electrons tend to reside in partially filled orbitals that are
well-localized around the nucleus. The weak overlap between these orbitals and the orbitals of
other nearby atoms promotes the formation of narrow electron bands, while the interactions be-
tween electrons are maximized when they occupy the same, highly localized orbital.
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In order of increasing degree of localization, the unfilled electron orbitals of the central rows of
the periodic table may be ordered

5d < 4d <3d < 5f < 4f.

There are two trends operating here: first, orbitals with higher principle quantum numbers tending
to be more delocalized, so that 5d < 4d < 3d and 5f < 4f. Second, as we move from d to f
orbitals, or along a particular row of the periodic table, the increasing nuclear charge reduces the
size of the orbitals. These trends are summarized by the Kmetko-Smith diagram in Fig 15.1, in
which the central rows of the periodic table are stacked in order of increasing localization. Moving
up and to the right in this diagram leads to increasingly localized atoms In metals lying on the
bottom-left hand side of this diagram, the d-orbitals are highly itinerant giving rise to the metals
exhibit conventional superconductivity at low temperatures. By contrast, in metals towards the top
right hand side of the diagram, the electrons in the rare earth or actinide ions are localized, forming
magnets, or more typically, antiferromagnets.

The materials that lie in the cross-over between these two regions are particularly interesting,
for these materials are “on the brink of magnetism”. With some exceptions, it is in this region that
the the cerium and uranium heavy fermion materials, and the iron based superconductors are found.

15.2 Local moments

To understand heavy electron materials, we need to understand how electrons form local moments,
and how those local moments interact with the electrons in the conduction sea. The simplest ex-
ample of a localized moment is an unpaired electron bound in an isolated atom, or ion (15.2 (a)).
At temperatures far below the ionization energy |E|, the only remaining degree of freedom of this
localized electron is its magnetic moment, described by the operator

M:/JB@"

where ¢ denotes the Pauli matrices and pp = % is the Bohr magneton. In a magnetic field, the
Hamiltonian describing low energy physics is simply H = -M-B= —ppd - B, giving rise giving
rise to a “Curie” susceptibility
oM O*F 1
)= —=—-—"—="-2
D=5 =" am = T

The classic signature of local moments is the appearance of Curie paramagnetism with a high-
temperature magnetic susceptibility of the form
e

—— M? = g AJJ +1 15.1
nl3(T+9) 8 Hp J+1), ( )

X~

where, n; is the concentration of magnetic moments while M is the magnetic moment with total
angular momentum quantum number J and gyro-magnetic ratio (“g-factor”) g. 6 is the “Curie
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Weiss” temperature, a phenomenological scale which takes account of interactions between spins'.
For a pure spin, J = S is the total spin and g = 2, but for rare earth and actinide ions, the orbital
and spin angular momentum combine into a single entity with angular momentum J=L+§ for
which g lies between one and two. For example, a Ce?* ion contains a single unpaired 4f-electron
in the state 4!, with / = 3 and s = 1/2. Spin-orbit coupling gives rise to low-lying multiplet with
j=3-1=3 consisting of 2j + 1 = 6 degenerate orbitals |4f' : Jm), (m; € [-3,3]) with an
associated magnetic moment M = 2.64up.

@ (b)
E E X~ 1
v
VO~ ] 0 p(E)
Er E Pl :
5 0 T

Figure 15.2: (a) In isolation, the localized atomic states of an atom form a stable, sharp excitation
lying below the continuum. (b) The inverse of the Curie-Weiss susceptibility of local moments y~'
is a linear function of temperature, intersecting zero at 7 = —6.

Though the concept of localized moments was employed in the earliest applications of quantum
theory to condensed matter?, a theoretical understanding of the mechanism of moment formation did
not develop until the early sixties, when experimentalists began to systematically study impurities
in metals. > In the early 1960s, Clogston, Mathias and collaborators[? ] showed that when small
concentrations n; of magnetic ions, such as iron are added to a metallic host, they do not always
form magnetic moments. For example, iron impurities in pure niobium do not develop a local
moment, but they do so in the niobium-molybdenum alloy, Nb,_ Mo, once the concentration of
molybdeneum exceeds 40% (x > 0.4). It was these observations that led Anderson to develop his
model for local moment formation.

'A positive # > 0 indicates an antiferromagnetic interaction between spins, while a negative # < 0 is associated with
ferromagnetic interactions. giving rise to a divergence of the susceptibility at the Curie temperature 7. = —6.

The concept of a local moment appears in Heisenberg’s original paper on ferromagnetism[? ]. Landau and Néel
invoked the notion of the localized moment in their 1932 papers on antiferromagnetism, and in 1933, Kramers used this
idea again in his theory of magnetic superexchange.

31t was not until the sixties that materials physicists could control the concentration of magnetic impurities in the parts
per million range required for the study of individual impurities. The control of purity evolved during the 1950s, with the
development of new techniques needed for semiconductor physics, such as zone refining.
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15.3 Anderson’s Model of Local Moment Formation

Anderson’s model for moment formation, proposed in 1963, combines two essential ideas[? ]:

o the localizing influence of Coulomb interactions. Peierls and Mott [? ? ] had reasoned
in the 1940s that strong-enough Coulomb repulsion between electrons in an atomic state
would blockade the passage of electrons, converting a metal into what is now called a “Mott
insulator”. These ideas were independently explored by Van Vleck and Hurvitz in an early
attempt to understand magnetic ions in metals[? ].

o the formation of an electronic resonance. In the 1950’s Friedel and Blandin [? ? ? ] proposed
that electrons in the core states of magnetic atoms tunnel out into the conduction sea, forming
a resonance.

Anderson unified these ideas in a second-quantized Hamiltonian

Hresonance

H= kz o + kz (VI kot + V&) geror} Epnp + Unpingy, (15.2)
Nea en ~

Hatomic

Anderson model.

where Hgsomic describes the atomic limit of an isolated magnetic ion containing a Kramer’s doublet
of energy Ey. The engine of magnetism in the Anderson model is the Coulomb interaction

62

1

= | =)
4”60 rr |l' - rllpf P

of a doubly occupied f-state, where pr(r) = I‘Pf(r)l2 is the electron density in a single atomic

orbital ¢ ¢(r). The operator ¢fko creates a conduction electron of momentum k, spin ¢~ and energy

ek = Ex — p, while

flo= f Y (), (15.3)

creates an f-electron in the atomic f-state. Unlike the electron continuum in a vacuum, a conduction
band in a metal has a finite energy width, so in the model, the energies are taken lying in the range
ek € [-D, D]. Hyesonance describes the hybridization with the Bloch waves of the conduction sea that
develops when the ion is immersed in a metal. The quantity

V(K) = (k|Viealf) = f d*re™  Vipu ()Y (7). (15.4)

is the hybridization between the ionic potential and a plane wave. This term is the result of applying
first order perturbation theory to the degenerate states of the conduction sea and the atomic f-orbital.
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Charge Kondo
T

A competition between localization and hybridization.

To understand the formation and properties of local moments, we need to examine the two limiting
types of behaviour in the Anderson model:

e Localized moment behavior, described by the limiting case where the hybridization vanishes.

e Virtual bound-state formation, described by the limiting case where the interaction is negligi-
ble.

TEf+l.h’2

Ei+U/2=+U

Kondo:

e |

Figure 15.3: Phase diagram for Anderson impurity model in the atomic Limit. For U > |Ef + U/2,
the ground-state is a magnetic doublet. When U < 0, the ground-state is degenerate charge doublet
provided Ef + U/2 = 0.

15.3.1 The Atomic limit.

The atomic physics of an isolated ion, described by
Htomic =Efl’lf+ Unanfl. (15.5)

is the engine at the heart of the Anderson model that drives moment formation. The four atomic
quantum states are

1) E(f)=2E;+U } N .
_ on-magnetic
V) E(f9=0 (15.6)
(VA PR VA E(f") = E;. magnetic.
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The cost of adding or removing to the magnetic f! state is given by
adding: E(f)-E(f)Y=U+E; _u u
removing:  E(f9) — E(fY =, | = AET g EEF ) (15.7)
In other words, provided (Fig. 15.3)
U/2>|E;+U/2| (15.8)

the ground-state of the atom is a two-fold degenerate magnetic doublet. Indeed, provided it is
probed at energies below the smallest charge excitation energy, AE,,;;, = U/2 —|E¢ + U/2|, only the
spin degrees of freedom remain, and the system behaves as a local moment - a “quantum top”. The
interaction between such a local moment and the conduction sea gives rise to the “Kondo effect”
that will be the main topic of this chapter.

Although we shall be mainly interested in positive, repulsive U, we note that in the attractive
region of the phase diagram (U < 0) the atomic ground-state can form a degenerate “charge” doublet
(I£°),1£2)) or “isospin”. For U < 0, when Ey + U/2 = 0 the doubly occupied state |f2) and the
empty state |f) become degenerate. This is the charge analog of the magnetic doublet that exists
for U > 0, and when coupled to the sea of electrons, gives rise to an effect known as the “charge
Kondo effect”. Such charge doublets are thought to be important in certain “negative U’ materials,
such as 7'/ doped PbTe.

© ® .
E
Vatom(r)+W
E
W~ » pE)
""""""""""""" E¢ = E
i ikr
e~ ikr / \fi's e
i] RD £ x T
T

s 0

Figure 15.4: (a) The immersion of an atomic f state in a conduction sea leads to hybridization
between the localized f-state and the degenerate conduction electron continuum, forming (b) a res-
onance in the density of states.
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Example 15.1: Derivation of the non-interacting Anderson model

Consider an isolated ion, where the f-state is a solution of the one-particle Schrodinger equation
[-V2 + Vion| L) = EP"1£), (15.9)

where V,,(r) is the ionic potential and E}"” < 0 is the energy of the atomic f-level. In a metal,
the positive ionic background draws the continuum downwards to become degenerate with the
f-level as shown in Fig. 15.4. A convenient way to model this situation is to use “muffin tin
potential”, *

V(r) = (Vien(r) + W) 6(Ro — 1) (15.10)
equal to the ionic potential, shifted upwards by an amount W inside the muffin tin radius Ry. The
f-state is now an approximate eigenstate of #{ = —V2 + V that is degenerate with the continuum.
Derive the non-interacting component of the Anderson model using degenerate perturbation
theory, evaluating the matrix elements of 7 between the conduction states [k) and the local
f-state | ). You may assume that the muffin tin Ry is much smaller than the Fermi wavelength,
so that the conduction electron matrix elements Vi = (k|V[K’) are negligible.

To carry out degenerate perturbation theory on H we must first orthogonalize the f-state to the
continuum [f) = |f) = Xq c-p,p) [K){K|f), where D is the conduction electron band-width. Now
we need to evaluate the matrix elements of H = —V? + V. If we set

Vi = &re™ T (Vip,(r) + W), (15.11)
r<Ry

then the conduction electron matrix elements are
(KIH|K') = Exdkxe + Vi ~ ExOkx (15.12)
while (flH|f) ~ E;o" is the f-level energy.
The hybridization is given by the off-diagonal matrix element,
V(K) = (KIHIf) = K| = V> + V1) = EKIf) + KIVIF) = (IVIF), (15.13)

where we have used the orthogonality (k|f) = 0 to eliminate the kinetic energy. Infact, since
the f-state is highly localized, its overlap with the conduction electron states is small (k|f) ~ 0,
so we can now drop the tilde, approximating (k|V|f) ~ (K|Vipn + WIf) = (klf/,-m,lf>, so that

V) ~ KVl = f e Vo (W (1), (15.14)

In this way, the only surviving term contributing to the hybridization is the atomic potential
- only this term has the high-momentum Fourier components to create a significant overlap
between the low momentum conduction electrons and the localized f-state.

Putting these results together, the non-interacting Anderson model can then be written

Ey

&

Hyesonance = ), (Bic+ W =) ¢hipir + 3 (VIO ko fr + H0) + (BX" = ).
k ko
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15.3.2 Virtual bound-state formation: the non-interacting resonance.

When the magnetic ion is immersed in a sea of electrons, the f-electrons within the core of the atom
can tunnel out, hybridizing with the Bloch states of surrounding electron sea [? ] as shown in Fig.
154.

In the absence of interactions, this physics is described by

Hyesonance = Z ke + Z[V(k)a*k,, fr +He] + Egny, (15.15)
k.o ko

where cfi, creates an electron of momentum k, spin o and energy e, = Ej — u in the conduction
band. The hybridization broadens the localized f-state, and in the absence of interactions, gives rise
to a resonance of width A given by Fermi’s Golden Rule.

A=r ) VK)Po(e - Ey) (15.16)
7

This is really an average of the density of states p(e) = Y i 6(w — e) with the hybridization V()%
For future reference, we shall define

Ae) = ”Z IVAPs(ax — €) = 7mp(e)V2(e) (15.17)
I3

as the “hybridization” function.

Let us now examine the resonant scattering off a non-interacting f-level, using Feynman dia-
grams. We’ll denote the propagator of the bare f-electron by a full line, and that of the conduction
electron by a dashed line, as follows:

1
—_— P(w) = ——
, W ! w—=Ef
_____ ————— GOk, w) = . (15.18)
k’ w w — €

For simplicity, we will ignore the momentum dependence of the hybridization, taking V(k) =
V(k)* = V. The hybridization is a kind of off-diagonal potential scattering which we denote by
a filled dot, as follows:

v (15.19)

Now the hybridization permits the f-electron to tunnel back and forth into the continuum, a
process we can associate with the “self-energy” diagram
\% \% V2

— - ——e— =3 () = .
w ‘ Zk:w—ek

(15.20)

5

533

bk . pdf

Chapter 15.

©Piers Coleman 2011

June 28, 2011

We can view this term as an effective scattering potential for the f-electrons, one that is frequency
dependent and hence retarded in time, reflecting the fact that an f-electron can spend large amounts
of time out in the conduction band. The Feynman diagrams describing the multiple scattering of the
f-electron off this potential are then:

=P— Pt —— - ——— t —— - P —— — P ————— + ..
K K K’
(15.21)
Each time the electron tunnels into the conduction band, it does so with a different momentum, so
the momenta of the conduction electrons are independently summed over in the intermediate states.

As in previous chapters, we can sum these terms as a geometric series to obtain a familiar-looking
self-energy correction to the f-propagator.

2
Giw) = G(f“) [1 + zl,G(f‘” + (ECG?)) .. ] =[w - Ef - Z(w)]! (15.22)

Now for a broad conduction band there is a very useful approximation for .. To derive it,
we re-write the momentum sum in the self-energy as an energy integral with the density of states,
replacing ) — fdep(e), so that

2
Se(w) = f Lo - f de A© (1523)

w-—¢€ Tw-¢€

where A(€) = np(e)V2. In the complex plane, Z.(w) has a branch cut along the real axis with a
discontinuity in its imaginary part proportional to the hybridization:

Find(w—e)

d 1
ImEo(w + i6) = f fA(e)Imﬁ;:A(wy (15.24)

+i0

Consider the particular case where A(e) = A is constant for € € [-D, D], so that

D .
Swis) = éf _de Ay M]
n)Jpw—-—€xi6 n lwtid—-D
O(w/D)
l ; A |w+D
- —iA -@ = —In '4=iA0(D—|w|) (15.25)
D 1 A D n |lw—-D

which is a function with a branch-cut stretching from w = —D to w = +D. The frequency dependent
part of ReX. = O(w/D) is negligible in a broad band. We can extend this observation to more
general functions A(w) that vary slowly over the width of the resonance (lumping any constant part
of X into a shift of E'y.) With this observation, for a broad band, we drop the real part of ., writing
it in the form

Se(w +iw') = —iAsgn(w’), (15.26)
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where «’ is the imaginary part of the frequency. (at the Matsubara frequencies, Z.(iw,) = —iAsgnw,,).
On the real axis, the f-propagator takes a particularly simple form

1

Py Py (1527)

Gilw—id) =
that describes a resonance with a width A, centered around energy E, with a Lorentzian density of

states
A

|
(W) = —ImG(w —i0) = ——————.
pr(w) = 2ImGi(w = id) (W-Ep? +A?
Now let us turn to see how the conduction electrons scatter off this resonance. Consider the
repeated scattering of the conduction electrons, represented by the dashed line, off the f-level as
follows:

= =
k Kk’ k k k’ k k” K’

Now using (15.21) we see that third and higher terms can be concisely absorbed into the second
term by replacing the bare f-propagator by the full (broadened) f-propagator, as follows

== = = - — - + e —e—— - -
k K’ k k K’ . (15.28)

GK. kw = dwxGO%k,w) + GOK w)VGHw)GOK,w)

We can identify
Hw) = VG p(w) (15.29)

as the scattering t-matrix of the resonance. Infact, this relationship holds quite generally, even
when interactions are present, because the only way conduction electrons can scatter, is by passing
through the localized f-state. The full conduction electron propagator can then be written

G(K', K, w) = 6 xGO(k, w) + GOK, w)(w)GO K, w). (15.30)

Scattering theory tells us that the t-matrix is related to the S-matrix S(w) = €29 where §(w) is
the scattering phase shift, by the relation S = 1 — 27ip t(w + in)(here we use 7 as the infinitesimal
to avoid confusion with the notation for the phase shift), or

N b 1
t(w+m)772mp(S(w) D= wp ~ comd@) =i (15.31)

Substituting our explicit form of the f-Green’s function,

A
2
1 7V 1 1
. ) .
e +i8) = V2G (e + in) = - x SN S 1532
(w +16) = V-G p(w + in) w0 w-E;+ih o (EfA—w)_i ( )
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Comparing (15.31) and (15.32), we see that scattering phase shift is given by

§p(w) = cot™! (EfAiw) :tan‘l(EfA_w). (15.33)

d7(w) is a monotonically increasing function, rising from 6y = 0 at w << 0 to 6y = n at high
energies. On resonance, 6(E ) = /2, corresponding to the strongest kind of “unitary scattering”.

The Friedel Sum Rule

Remarkably, the phase shift 6y = ¢6£(0) at the Fermi surface determines sets the amount of charge
bound inside the resonance. Here, we can see this by using the f-spectral function to calculate the
ground-state occupancy:

dw A 2 (Ey §f
= 2| d =2 — = Zcot'[EL)=2x2L, 1534
Y f; o) ﬁa T w-Ep+A al (A) Xy (1339

Note that when 6(0) = 7/2, ny = 1. This is a particular example of the “Friedel sum rule”, - a very
general relation between the number of particles An bound in a potential well and the sum of the
scattering phase shifts at the Fermi surface

o1
An = —= .
n=>y p (15.35)
1
where 6, denotes the scattering phase shift in the partial wave state labelled by the orbital quantum
numbers A. 3

We can understand the Friedel sum rule by looking at the scattering wavefunction far from
the impurity. The asymptotic radial wavefunctions of the incoming and the phase-shifted outgoing

electrons on the Fermi surface take the form
—ik, ik i6 o
o) ~ [—e Ty o ] _ & sinker +6p)

r

r r

which corresponds to a radial wave in which the wavefunction of the electrons is shifted by an
amount s s
: A

AN

kp 2 T
Thus for a positive phase shift, electrons are drawn inwards by the scattering process. Each time
0y passes through 7, one more node of the wavefunction passes through the boundary at infinity,
corresponding to an additional bound electron. Anderson has called Friedel’s sum rule a “node
counting theorem”.

Ar =

SFor a spherical atom, without spin-orbit coupling A = (/, m, o), where [, m and ¢ are the angular momentum and spin
quantum numbers. With spin orbit coupling, A = (j, m) denote the quantum numbers of total angular momentum j.
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¥ (r)

Figure 15.5: Tllustrating the Friedel sum rule. As the scattering phase shift grows, the nodes of the
eigenstates at the Fermi surface are drawn into the potential well. Each time the phase shift passes
through 7 one more node passes into the well, leading to one more bound-electron.

Example 15.2: Anderson Model as a path integral

Formulate the Anderson model as a path integral and show that the conduction electrons can be
“integrated out”, giving rise to an action of the following form[? ]

Sp = Z ,fan{—iwn +Ef—iAsgn((un)}f¢rn + fg dtUnn,. (15.36)

0

i,

where f,, = ,B‘% foﬁ dre'n f,(t) is the Fourier transform of the f-electron field.

Solution: We begin by writing the partition function of the Anderson model as a path integral

Z:fD[f,c]e’S (15.37)

where the action S = S 4 + S 3 is the sum of two terms, an atomic term
B _
Sa = f Aty o0 + Epfr + Unping)
0 o

and a bath term
Ss= f dr {Z B B + e + Vi + ak(rﬁr]} (1538)
0

ko
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describing the hybridization with the surrounding sea of conduction electrons.
‘We can re-arrange the path integral so that the conduction electron integral is carried out first,
ZgliN

e e
Z=fl)[f]e’stD[c]e’5", (15.39)

where Zg[{f}] contains the change to the f-electron induced by “integrating out” the conduction
electrons. The bath action is free of interactions and can be written schematically as a quadratic
form

Sp=C-A-c+CT-j+j-c (15.40)
where A = (0 + &)d(t — 7’) is the matrix acting on the fields between the fields ¢ = ck(7) and
¢ = ko (1), while j(7) = V(1) and j = f,(7)V are source terms. You may find it reassuring to
recast S p in Fourier space, where A = (—iw, + &) is explicitly diagonal.

Using the standard result for Gaussian fermion integrals,
Zp = fD[c]e’E’“’]‘”f = det A x exp[.A7".j].

or explicitly,
Ze=ePfc

-~ s 2
zEufn=det[a,+ek1exp[ [ drf(,(za%sk]fw] (1541)
0,

The first term is the partition function Z¢ of the conduction sea in the absence of the magnetic
ion. Substituting Zg[{f}] back into the full path integral (15.39) and combining the quadratic
terms then gives

Z:ZCfo[f]exp{—de{ﬁ,(01+Ef—Zavi:ek)fﬁ+Unml}].
el

If we transform the first term into Fourier space, substituting f,(t) = 8712 3, frne 7, fr(7) =
B2, foneT so that 8; — —iw,, the action can be written

—iAsgn(wy)
e
~ V2 B
Sp= Zf(rn{—iw,,+Ef+Z‘ }ﬁm+f drlnmn, (15.42)
_ iw, — & o
W, k
G} Giwn)

The quadratic coefficient of the f-electrons is the inverse f-electron propagator of the non-
interacting resonance. We immediately recognize the self-energy term X.(iw,) = —iAsgn(w,)
introduced in (15.20). From this path integral derivation, we can see that this term accounts for
the effect of the conduction bath electrons, even in the presence of interactions. If we now use
the large band-width approximation X(iw,) = —iAsgnw, introduced in the (15.26), the action
can be compactly written

Sr= Y ﬁ,,,{—iw,, +E;— iAsgn(wn)} Fon + f dlUnyn,. (15.43)
0

i,
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Figure 15.6: Mean field phase diagram of the Anderson model, illustrating how the f-electron reso-
nance splits to form a local moment. A) U < 7A, single half-filled resonance. B) U > nA, up and
down components of the resonance are split by an energy U.

15.3.3 Mean-field theory

In the Anderson model, the Coulomb interaction and hybridization compete with one-another.
Crudely speaking, we expect that when the Coulomb interaction exceeds the hybridization, local
moments will develop. To gain an initial insight into the effect of hybridization on local moment
formation, Anderson originally developed a Hartree mean-field treatment of the repulsive U inter-
action, decoupling

Unyny — Unmpny) + Ulnpyng — Ulngp)ny) + 0(6n2). (15.44)

We can understand this kind of decoupling procedure as the result of a saddle point description of
the path integral, treated in more detail in the following excercise Ex 16.3. Using this mean-field
approximation, Anderson concluded that for the symmetric Anderson model, local moments would
develop provided

U2 U, =rA. (15.45)

Let us now rederive his result. From (15.44), the mean-field effect of the interactions produces
a shift the f-level position,

Ef = Efy = Ef+ Ulns_y) (15.46)
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which, using (15.34) implies that the scattering phase shift for the up and down channels are no-
longer equal, but given by

E
670 = cot™! (i) (15.47)
A
Using the “Friedel sum rule” (15.34), we then obtain the mean-field equations

07 _ 1t (Ef +U <"f—fr>)
n T A

(nye) = (15.48)
It is convenient to introduce an occupancy ny = 3, ,(ns,) and magnetization M = (ns) — (ny|), so
that (nss) = %(n ¢+ 0M) (o = +1). The mean-field equation for the occupancy and magnetization
are then

1 L (Ef+Uj2ny — o M)
ny = ﬂ;lcot ( X (15.49)
1 _(Ef+ U2 — o M)
M= - Zla'cot 1(%) (15.50)
o=t

To find the critical size of the interaction strength where a local moment develops, we set M — 0*
in (15.49) to obtain 292 — cot (%)- Linearing (15.50) in M. we obtain

U, 1 U, n
1:—£72:—£sin2(7f). (15.51)
A | +(Ef+lA/n//2) ps

so that forny = 1,
U, = 7A (15.52)

For larger values of U > U,, there are two solutions, corresponding to an “up” or “down” spin
polarization of the f-state. We will see that this is an over-simplified description of the local moment,
but it gives us a approximate picture of the physics. The total density of states now contains two
Lorentzian peaks, located at Ey + UM:

1 A A
=— +
PO = o E —UMP 2 B+ UM A 2
The critical curve obtained by plotting U, and Ey as a parametric function of ny is shown in Fig.
15.6.

The Anderson mean-field theory allows a qualitatively understand the experimentally observed
formation of local moments. When dilute magnetic ions are dissolved in a metal to form an alloy,
the formation of a local moment is dependent on whether the ratio U/nA is larger than, or smaller
than zero. When iron is dissolved in pure niobium, the failure of the moment to form reflects the
higher density of states and larger value of A in this alloy. When iron is dissolved in molybdenum,
the lower density of states causes U > U., and local moments form. [? ]
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Example 15.3: Factorizing the interaction in the Anderson model

a) Show that the interaction in the Anderson model can be decoupled via a Hubbard
Stratonovich decoupling to yield

fﬁd‘rUnTniafd‘r[q)mTJrq&lni—M (15.53)
0 o U

where ¢, = ¢ + iA(t) — oh(7) is the sum of a real and an imaginary field.

b) Derive the mean-field partition function obtained by assuming that the path-integral over
¢ can be approximated by the saddle point configuration where ¢, is independent of time,

given by
Zur = fl)[f]e’s”“ [¢0.f]
. 1. B
Swr = UZ;‘ Jonl=Griwon)fon + 0161 (15.54)
where

G (iwy) = iw, = Ef = ¢ + idsgn(wy)
is the inverse mean-field f-propagator
¢) Carry out the Gaussian integral in (15.54) to show that the mean-field free energy is
1, 1
Fur = —kgT Z In[-G7L(iw,)| - 7o
i,
and by setting 0F/0¢ = 0, derive the mean-field equations

A

< dw
- = Ulnso) = Uj:w Tf(w)m-

Solution:
a) The interaction in the Anderson model can be rewritten as a sum of two terms,
“charge” “spin”
e

U U
Uniny = Z(m + nl)2 = X(I’IT —nl)2

that we can loosely interpret as a repulsiion between charge fluctuations and an attraction
between spin fluctuations. Following the results of Section **.*, inside the path integral,
the attractive magnetic interaction can be decoupled in terms of a fluctuating Weiss h(t)
field, while the the repulsive charge interaction can be decoupled in terms of a fluctuating
potential field ¢(7) = ¢y + iA(7), as follows

1 U n?

2
3 X E("L -m) = —h(m—-n)+ X2’
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2

¢
XU (15.55)

1
+§ X %(m + nl)2 - (g +ny) -

with the understanding that for repulsive U > 0, fluctuations of ¢(7) are integrated along
the imaginary axis, ¢(7) = @ + iA(r). Adding these terms gives

200 12
deU"TmﬂfﬂdT[(tﬁfoh)nwrh ¢ ]:fdr[quwmnuﬁ]
0 0 U o U

(15.56)

where ¢, = ¢ — oh. The decoupled path integral then takes the form

Zr = f Dido] f D fle 11
Sp = dr s |0 + E i | 15.57
ro= f T fo'(1+ f+¢o'_;m>fo'_v¢T¢l . (15.57)

Note how the Weiss fields ¢, shift the f-level position: Ef — Ef + ¢(7). In this way, the
Anderson model can be regarded as a resonant level immsersed in a white noise magnetic
field that modulates the splitting between the up and down spin resonances.

Anderson’s mean-field treatment corresponds to to a saddle point approximation to the
integral over the ¢, fields. At the saddle point, (6S/5¢,) = 0 . From (15.57), we obtain

8Sp = 1

T Jolo = ﬁ¢—v
so the saddle point condition (6S r/d¢,) = O implies ¢p_, = U(ny,), recovering the
Hartree mean field theory. We can clearly seek solutions in which ¢, () = 9 s a

constant. With this understanding, the saddle point approximation is
T = gy = f D[ f]eSrew 1 (15.58)

where

_ V2 1
= (0) E (0) 4(0)
Smr j‘d‘r{fa(ﬁf+Ef+¢(T 4 7 ek)fc, 7U¢T ¢l } (15.59)

Now since ¢© is a constant, we can Fourier transform the first term in this expression,
replacing d; — —iw,, to obtain

~Gih(iwn)

- VZ ﬁ
= = o_\'_ Y _B_ o0
Sur= )} fm( i, + Ep+ 49 - —im,,+ek)f"" GO0e0. (1560)
o, iwy, k
——
—isgn(wn)A

where in the broad-band width limit, we can replace

G pliwy) = iw, — Ep — ¢ + isgn(w,)A. (15.61)
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c) Carrying out the Gaussian integral in (15.58), we obtain

Zur = detl-G;L(iwlet* = [ |1-Gjltiwnletn®,

ojiwy

or
iwor 1
— - =17 0 —
Fur = —kgT InZyp = —kBT; In [-G7L(iw)] e — %191 (15.62)
. 00" 9G L (iw,)
where we have included the convergence factor ¢” . By (15.61), —5 o = -1, so
differentiating (15.62 ) with respect to ¢, we obtain
iwor 1
0= kgT Z G foliwy)e " — i (15.63)

iwy

or
¢ = Ulnge) = UksT ) Groliwn)e™®”.
i,
Carrying out the sum over the Matsubara frequencies by the standard contour integral
method, we obtain
dz dz
[ —U9§ 5 f@G (@) = Ugg 5 f(@G0(2)

. Im axis 27 ke Re axis 27 i

= U f‘” d%f(w)Ime,,(m — i0)

< dw A
- U‘[m O e (15.64)

15.34 The Coulomb Blockade: local moments in quantum dots

A modern realization of the physics of local moments is found within quantum dots. Quantum
dots are a tiny electron pools in a doped semi-conductor, small enough so that the electron states
inside the dot are quantized, loosely resembling the electronic states of an atom. Quantum dot
behavior also occurs in nanotubes. Unlike a conventional atom, the separation of the electronic
states in quantum dot is of the order of milli-electron volts, rather than volts. The overall position
of the quantum dot energy levels can be changed by applying a gate voltage to the dot. It is then
possible to pass a small current through the dot by placing it between two leads. The differential
conductance G = dI/dV is directly proportional to the density of states p(w) inside the dot G « p(0).
Experimentally, when G is measured as a function of gate voltage V,, the differential conductance
is observed to develop a periodic structure, with a period of a few milli-electron volts. [? ]

This phenomenon is known as the “Coulomb blockade”[? ? ] and it results from precisely the
same physics that is responsible for moment formation. A simple model for a quantum dot considers
it as a sequence of single particle levels at energies €, interacting via a single Coulomb potential U,
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Figure 15.7: Variation of zero bias conductance G = dI/dV with gate voltage in a quantum dot.
Coulomb interactions mean that for each additional electron in the dot, the energy to add one elec-
tron increases by U. When the charge on the dot is integral, the Coulomb interaction blocks the
addition of electrons and the conductance is suppressed. When the energy to add an electron is de-
generate with the Fermi energy of the leads, unitary transmission occurs, and for symmetric leads,
G =2¢%/h.

according to the model
Hy, —Z +eV o+ =N(N -1 15.65
ot a (ex+e g)n/l B ( ) (15.65)

where n,, is the occupancy of the spin o state of the A level, N = }),, ny, is the total number of
electrons in the dot and V,, the gate voltage. This is a simple generalization of the single atom part
of the Anderson model. Notice that the capacitance of the dot is C = ¢*/U.
The energy difference between the n electron and n + 1 electron state of the dot is given by
E(n+1)-En) =nU +¢

An

- |€|Vg,

where A, is the one-particle state into which the n-th electron is being added. As the gate volt-
age is raised, the quantum dot fills each level sequentially, as illustrated in Fig. 15.7, and when
lelV, = nU + €,,, the n-th level becomes degenerate with the Fermi energy of each lead. At this
point, electrons can pass coherently through the resonance giving rise to a sharp peak in the con-
ductance. At maximum conductance, the transmission and reflection of electrons is unitary, and the
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Gate voltage (mV)

Source-drain voltage (mV)

Figure 15.8: Experimentally measured conductance for a voltage-biased quantum dot after [? ],
showing the splitting of the Coulomb blockade into two components, shifted up and down by the
voltage bias, +eV,4/2. In the white diamond-shaped regions, G(Vy;) = 0 as a result of Coulomb
blockade. The number of particles N is fixed in each of the diamond regions. The lines outside the
diamonds, running parallel to the sides, identify excited states.

conductance of the quantum dot will reach a substantial fraction of the quantum of conductance,
¢%/h per spin. A calculation of the zero-temperature conductance through a single non-interacting
resonance coupled symmetrically to two leads gives

262 A?

—_—— 15.66
h (en—lelVy)? + A2 ( )

G(V,) =

where the factor of two derives from two spin channels. This gives rise to a conductance peak
when the gate voltage |e|V, = €;. At a finite temperature, the Fermi distribution of the electrons in
the leads is thermally broadened, and the conductance involves a thermal average about the Fermi

energy
262 af A?
VT = [ ae[-2) — 2 15.67
Ve D) hfe( 05)(6,17|6\Vg75)2+A2 (15.67)

where f(€) = 1/(¢f€ + 1) is the Fermi function. When there are multiple levels, the each successive
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level contributes to the conductance, to give

2¢2 af A?
Ty =S 2Z [ ae[-Z
VeT) =2 h f E( 66)(nU+Q“—|e|Vg—e)2+A2

n=0

where the n-th level is shifted by the Coulomb blockade.

The effect of a bias voltage on these results is interesting. In this situation, the energy distribution
function of the two leads are now shifted relative to one-another. An crude model for the effect of
a voltage is obtained replacing the Fermi function by an average over both leads, so that f’(e) —
% i fl(ex "VT“"), which has the effect of splitting the conductance peaks into two, peaked at voltages

lelVy = €, + nU + |e[Va/2 (15.68)

as shown in Fig. 15.8.
It is remarkable that the physics of moment formation and the “Coulomb blockade” operate in
both artificial mesoscopic devices and naturally occurring magnetic ions.

154 The Kondo Effect

Although Anderson’s mean-field theory provides a mechanism for moment formation, it raises new
questions. While the mean-field treatment of the local moment would be appropriate for an ordered
magnet involving a macroscopic number of spins, rigidly locked together, for a single magnetic
impurity there will will always be a finite quantum mechanical amplitude for the spin to tunnel
between an up and down configuration.

S S|
e +fy =€+
This tunneling rate T:jl defines a temperature scale

kpTk = L
Tsf
called the Kondo temperature, which sets the cross-over between local moment behavior, where
the spin is free, and the low temperature physics, where the spin and conduction electrons are
entangled. Historically, the physics of this cross-over posed a major problem for the theoretical
physics community that took about a decade to resolve. It turns out that the process by which a
local moment disappears or “quenches” at low temperatures is analagous to the physics of quark
confinement. Today we name it the “Kondo effect” after the Japanese physicist Jun Kondo who
calculated the leading logarithmic contribution that signals this unusual behavior[? ].

The Kondo effect has a many manifestations in condensed matter physics: not only does it gov-
ern the quenching of magnetic moments in a magnetic alloy or a quantum dot[? ], it is responsible
for the formation of heavy fermions in dense Kondo lattice materials (heavy fermion compounds)
where the local moments transform into composite quasiparticles with masses sometimes in excess
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of a thousand bare electron masses.[? ] We will see that the Kondo temperature depends exponen-
tially on the strength of the Anderson interaction parameter U. In the symmetric Anderson model,
where Ey = -U/2,

% = zfr]—f exp (—’;—Z). (15.69)
We will derive the key elements of this basic result using perturbative renormalization group rea-
soning [? ], but it is also obtained from the exact Bethe ansatz solution of the Anderson model [? ?
?].
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One can view the physics of local moments from two complimentary perspectives (see Fig.
(15.9)):

e an “adiabatic picture” which starts with the non-interacting resonant ground-state (U = 0) of
the Anderson model, and then considers the effect of dialing up the interaction term U.

e a “scaling approach”, which starts with the interacting, but isolated atom (V(k) = 0), and
considers the effect of immersing it in an electron sea, gradually “integrating out” lower and
lower energy electrons.

Ll Valence
Fluctuations

Adiabatic U /A

Figure 15.9: The phase diagram of the symmetric Anderson model. Below a scale T ~ U local
moments develop. The Kondo temperature Tk plays the role of the renormalized resonant level
width. Below a temperature 7' ~ T, the local moments become screened by the conduction sea via
the Kondo effect, to form a Fermi liquid.

The adiabatic approach involves dialing up the interaction, as shown by the horizontal arrow
in figure (15.9). From the adiabatic perspective, the ground-state remains in a Fermi liquid. In
principle, one might imagine the possibiity of a phase transition at some finite interaction strength
U, but in a single impurity model, with a finite number of local degrees of freedom, we don’t
expect any symmetry breaking phase transitions. In the scaling approach, we follow the physics as
a function of ever-decreasing energy scale, is loosely equivalent to dialing down the temperature, as
shown by the vertical arrow in figure (15.9) The scaling approach starts from an atomic perspective:
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it allows us to understand the formation of local moments, and at lower temperatures, how a Fermi
liquid can develop through the interaction of an isolated magnetic moment with a electron sea.

‘We shall first discuss one of the most basic manifestations of the Kondo effect: the appearance of
a a Kondo resonance in the spectral function of the localized electron. This part of our analysis will
involve rather qualitative reasoning based on the ideas of adiabaticity introduced in earlier chapters.
Afterwards we adopt the scaling apporach, first deriving derive the Kondo model, describing low-
energy coupling between the local moments and conduction electrons by using a “Schrieffer Wolft”
transformation of the Anderson model. Finally, we shall discuss the concept of renormalization and
apply it to the Kondo model, following the evolution of the physics from the local moment to the
Fermi liquid.

154.1 Adiabaticity and the Kondo resonance

The adiabatic approach allows us to qualitatively understand the emergence of a remarkable res-
onance in the excitation spectrum of the localized f-electron - the “Kondo resonance”. This reso-
nance is simply the adiabatic renormalization of the Friedel-Anderson resonance seen in the non-
interacting Anderson model. Its existence was first infered by Abrikosov and Suhl [? ? ], but today
it is colloquially refered to as the “Kondo resonance”.

To understand the Kondo resonance we shall study the effects of interactions on the f-spectral
function

Ap(w) = %Ime(w +in) (15.70)

where G ¢(w — i6) = is the advanced f-Green’s function. From a spectral decomposition (10.7.1) we
know that:

Energy distribution for adding one f-electron.
N 2
D Aftolgo) s - [Ex= Eol, (@ >0)
A
D KAfrlgo) 6w = [Eo = Eal), (@<0)
a

Asw) = (15.71)

Energy distribution for removing f-electron

where E, and E are the excited and ground-state energies. For negative energies w < 0, this
spectrum corresponds to the energy spectrum of electrons emitted in X-ray photo-emission, while
for positive energies (w > 0), the spectral function can be measured from inverse X-ray photo-
emission [? ? ]. The weight beneath the Fermi energy determines the f-charge of the ion

(ny) =2 fO dwA () (15.72)

In a magnetic ion, such as a Cerium atom in a 4 ! state, this quantity is just a little below unity.
Fig. (15.16.) illustrates the effect of the interaction on the f-spectral function. In the non-

interacting limit (U = 0), the f-spectral function is a Lorentzian of width A. If we turn on the

interaction U, being careful to shifting the f-level position beneath the Fermi energy to maintain a
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Figure 15.10: Schematic illustrating the formation of a Kondo resonance in the f-spectral function
Ay(w) as interaction strength U is turned on. Here, the interaction is turned on while maintaining a
constant f-occupancy, by shifting the bare f-level position beneath the Fermi energy. The lower part
of diagram is the density plot of f-spectral function, showing how the non-interacting resonance at
U = 0 splits into an upper and lower atomic peak at w = Ey and w = Ey + U.

constant occupancy, the resonance splits into three peaks, two at energies w = Ey and w = Ef + U
corresponding to the energies for a valence fluctuation, plus an additional central “Kondo resonance”
associated with the spin-fluctuations of the local moment.

When the interaction is much larger than the hybridization width, U >> A, one might expect no
spectral weight left at low energies. But it turns out that the spectral function at the Fermi energy is
an adiabatic invariant determined by the scattering phase shift 6 :

sin® &7

Afw=0)= —. (15.73)

This result, due to Langreth[? ? ], guarantees that a “Kondo resonance” is always present at the
Fermi energy. Now the total spectral weight J; D; dwAg(w) = 1 is conserved, so if |E¢| and U are
both large compared with A, most of this weight will be lie far from the Fermi energy, leaving a
small residue Z << 1 in the Kondo resonance. If the area under the Kondo resonance is Z, since
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the height of Kondo resonance is fixed ~ 1/A, the renormalized hybridization width A* must be of
order ZA. This scale is set by the Kondo temperature, so that ZA ~ Tk.

The Langreth relation (15.73) follows from the analytic form of the f-Green’s function near the
Fermi energy. For a single magnetic ion, we expect that the interactions between electrons can
be increased continuously, without any risk of instabilities, so that the excitations of the strongly
interacting case remain in one-to-one correspondence with the excitations of the non-interacting
case U = 0, forming a “local Fermi liquid”. In this local Fermi liquid, the interactions give rise to
an f-electron self-energy, which at zero temperature, takes the form

Si(w—in) = 20) + (1 - Z Hw + iAw?, (15.74)

at low energies. As discussed in chapter 8, The quadratic energy dependence of Z;(w) ~ w? follows
from the Pauli exclusion principle, which forces a quadratic energy dependence of the phase space
for the emission of a particle-hole pair. The “wavefunction” renormalization Z, representing the
overlap with the state containing one additional f-quasiparticle, is less than unity, Z < 1. Using this
result (15.74), the low energy form of the f-electron propagator is

S
G;l(w —in) = w-Ef—iA-3(w) =2 "[w-Z(E; +2/(0)~i ZA —iO(w?)]
Grw-in = -z (15.75)

w=Ej —iA" - i0(w?)’

This corresponds to a renormalized resonance of reduced weight Z < 1, located at postion E; with
renormalized width A* = ZA. Now by (15.29) and (15.31 ), the f-Green’s function determines
the t-matrix of the conduction electrons #(w + i) = VG s(w + i) = —(np)~' e sin §(w), so the
phase of the f-Green’s function at the Fermi energy determines the scattering phase shift, 6, hence
G0+ in) = (G0 —in)* = —|Gf(0)|e"5f4 This implies that the scattering phase shift at the Fermi
energy is

57 = Im(In[~G;' (@ - im])lw0 = tan~! [2 ] (15.76)
a f

Eliminating E; = A" cot ¢ from (15.75), we obtain

Z _is 1 .
G0 +in) = —Ee*"’/’ sing; = —Ke*"’/’ sin &, (1577
so that
1 . sin? or
Ap(0) = =ImG (0 — i) = . (15.78)
’ T A

is an adiabatic invariant.

Photo-emission studies do reveal the three-peaked structure characteristic of the Anderson model
in many Ce systems, such as Celr, and CeRu, [? ] (see Fig. 16.1). Materials in which the Kondo
resonance is wide enough to be resolved are more “mixed valent” materials in which the f- valence
departs significantly from unity. Three peaked structures have also been observed in certain U 5f
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Figure 15.11: Spectral functions for three different Cerium f-electron materials, measured using
X-ray photoemission (below the Fermi energy ) and inverse X-ray photoemission (above the Fermi
energy) after [? ]. CeAl is an antiferromagnet and does not display a Kondo resonance.

materials such as UPt3 and UAl, [? ]materials, but it has not yet been resolved in UBe;3. A three
peaked structure has recently been observed in 4f Yb materials, such as YbPds, where the 4f'3
configuration contains a single f hole, so that the positions of the three peaks are reversed relative
toCe[?].

154.2 Renormalization concept

The Anderson model illustrates a central theme of condensed matter physics - the existence of
physics on several widely spaced energy scales. In particular, the scale at which local moments
form is of order the Coulomb energy U, a scale of order 10¢V, while the Kondo effect occurs on a
scale a thousand times smaller of order 10K ~ 1meV. When energy scales are well-separated like
this, we use the “renormalization group” to fold the key effects of the high energy physics into a
small set of parameters that control the low energy physics. [? ? ? ?

Renormalization is built on the idea that the low energy physics of a system only depend on
certain gross features of the high energy physics. The family of systems with the same low energy
excitation spectrum constitute a “universality class” of models. (Fig. 15.12) We need the concept of
universality, for without without it we would be lost, for we could not hope to capture the physics
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of real-world systems with our simplified Hamiltonian models. The Anderson model, is itself a
renormalized Hamiltonian, notionally derived from the elimination of high energy excitations from
“the” microscopic Hamiltonian.

To carry out renormalization, the Hamiltonian of interest H(D) is parameterized by its cutoff
energy scale, D, the energy of the largest excitations. Renormalization involves reducing gthe cutoff
to a slightly smaller value D — D’ = D/b where b > 1. The excitations in the energy window
E € [D’, D] that are removed by this process, are said to have been integrated out of the Hilbert
space, and in so doing they give rise to a new “effective” Hamiltonian Hy, that continues to faithfully
describe the the remaining low-energy degrees of freedom. The energy scales are then rescaled, to
obtain a new H(D’) = bH,, and the whole process is repeated.

Generically, the Hamiltonian can be divided into a block-diagonal form

|:HL
H=|—=
|4

vi

A 15.
T (15.79)

where H; and Hp act on states in the low-energy and high-energy subspaces respectively, and
V and V' provide the matrix elements between them. The high energy degrees of freedom may
be “integrated out” ® by carrying out a canonical transformation that eliminates the off-diagonal
elements in this Hamiltonian A,

0

_ . [HL
H(D) > H=UHD)U" = [T (15.80)

Hy

One then projects out the low energy component of the block-diagonalized Hamiltonian A, = PHP.
Finally, by rescaling
H(D') = bH;, (15.81)

one arrives at a new Hamiltonian describing the physics on the reduced scale. The transformation
from H(D) to H(D’) is referred to as a “renormalization group” (RG) transformation. This term
was coined long ago, even though the transformation does not form a real group, since there is no
inverse transformation.

Repeated application of the RG procedure leads to a family of Hamiltonians H(D). By taking
the limit » — 1, these Hamiltonians evolve, or “flow” continuously with D. Typically, H will
contain a series of dimensionless parameters (coupling constants) {g;} which denote the strength of
various interaction terms in the Hamiltonian. The evolution of these parameters with cut-off is given
by a scaling equation. In the the simplest case

0g
dlnD

=B;{gh)

A negative B function denotes a “relevant” parameter which grows as the cut-off is reduced. A
positive 8 function denotes an “irrelevant” parameter constant which shrinks towards zero as the cut-
off is reduced. There are two types of event that can occur in such a scaling procedure (Fig. 15.14):

The term “integrating out” is originally derived from the path integral formulation of the renormalization group, in
which high energy degrees of freedom are removed by integrating over these variables inside the path integral.
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Microscopic Model

Anderson Model

Infinite U Anderson Model
D< EftU

Kondo Model
D”< -Ef EftU

Figure 15.12: Scaling concept. Low energy model Hamiltonians are obtained from the detailed
original model by integrating out the high energy degrees of freedom. At each stage, the physics
described by the model spans a successively lower frequency window in the excitation spectrum.

e A crossover. When the cut-off energy scale D passes the characteristic energy scale of a
particular class of high frequency excitations, then at lower energies, these excitations may
only occur via a virtual process. When the effects of the virtual fluctuations associated with
these high energy process are included into the Hamiltonian, it changes its structure.

e Fixed Point. If the cut-off energy scale drops below the lowest energy scale in the problem,
then there are no further changes to occur in the Hamiltonian, which will now remain in-
variant under the scaling procedure (so that the 8 function of all remaining parameters in the
Hamiltonian must vanish). This “Fixed Point Hamiltonian” describes the essence of the low
energy physics.

Local moment physics involves a sequence of such cross-overs (Fig. 15.12.). The highest energy

scales in the Anderson model, are associated with “valence fluctuations” into the empty and doubly
occupied states

' s 2 AE=U+E;>0
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The successive elimination of these processes leads to two cross-overs. Suppose AE; is the largest
scale, then once D < AE}, charge fluctuations into the doubly occupied state are eliminated and the
remaining low energy Hilbert space of the atom is

AE[]:—EJ«'>0 (1582)

D<Es+U: 1f% Ifho)  (oc=%1/2) (15.83)

The operators that span this space are called “Hubbard operators”[? ], and they are denoted as
follows

Xo0 IfL o0 = PfTo, Xoo = 1'% f" ol = fToP,
Xoow = Iffoxfh ol (15.84)

where P = (1 — ngnyg) projects out doubly occupied states. (Note that the Hubbard operators
Xy0 = Pf7,, can not be treated as simple creation operators, for they do not satisfy the canonical
anticommutation algebra.) The corresponding renormalized Hamiltonian is the “Infinite U Ander-
son model”,

H =) anig + [V ke Xor + V) Xooeko] + Ef )Xo (15.85)
k.o o

Infinite U Anderson model

In this model, all the interactions are hidden inside the Hubbard operators.

Finally, once D < AEj;, the low-energy Hilbert space no longer involves the f2 or f, states.
The object left behind is a quantum top - a quantum mechanical object with purely spin degrees of
freedom and a two dimensional’ Hilbert space

/' o, (o = +1/2).

Now the residual spin degrees of freedom still interact with the surrounding conduction sea, for
virtual charge fluctuations, in which an electron temporarily migrates off, or onto the ion lead,
to spin-exchange between the local moment and the conduction sea. There are two such virtual
processes:

1 2 1
et+fl o ffeetf
a+fl o ete o tf]

AE; ~ U+ Ef
AEj ~-E; (15.86)

"In the simplest version of the Anderson model, the local moment is a S = 1/2, but in more realistic atoms much
large moments can be produced. For example, an electron in a Cerium Ce** ion atom lives in a 4" state. Here spin-orbit
coupling combines orbital and spin angular momentum into a total angular moment j = [ — 1/2 = 5/2. The Cerium ion
that forms thus has a spin j = 5/2 with a spin degeneracy of 2+ 1 = 6. In multi-electron atoms, the situation can become
still more complex, involving Hund’s coupling between atoms.
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In both cases, spin exchange only takes place in the singlet channel, S = 0 state. From second-order
perturbation theory, we know that these virtual charge fluctuations will selectively lower the energy
of the singlet configurations by an amount of order AE = —J, where

1 1

Jo V]t —|=V?
AE, ' AE, {

1 1
— +
—Ef Ef+U

i (15.87)

Here V is the size of the hybridization matrix element near the Fermi surface. The selective re-
duction in the energy of the singlet channel constitutes an effective antiferromagnetic interaction
between the conduction electrons and the local moment. If we introduce G(0) = Y x CT;{(,&[,[;C;{/,@,
measuring the the electron spin at the origin, then the effective interaction that lowers the energy
of singlet combinations of conduction and f-electrons will have the form H,¢y ~ J&(0) - S"fA The
resulting low-energy Hamiltonian that describes the interaction of a spin with a conduction sea is
the deceptively simple “Kondo model”

Hiny
e N
H= Z act e + 0T O)FPO) - Ss . (15.88)
ko

Kondo model

This heuristic argument was ventured in Anderson’s paper on local moment formation in 1961.
At the time, the antiferromagnetic sign in this interaction was entirely unexpected, for it had long
been that exchange forces always induce a ferromagnetic interaction between the conduction sea
and local moments. The innocuous-looking sign difference has deep consequences for the physics
of local moments at low temperatures, giving rise to an interaction that grows as the temperature
is lowered ultimately leading to a final cross-over into a low-energy Fermi liquid fixed point. The
remaining sections of the chapter are devoted to following this process in detail.

15.4.3 Schrieffer-Wolff transformation

We now carry out the transformation that links the Anderson and Kondo models via a canonical
transformation, first introduced by Schrieffer and Wolff[? ? ]. This transformation is a kind of one-
step renormalization process in which the valence fluctuations are integrated out of the Anderson
model. When a local moment forms, hybridization with the conduction sea induces virtual charge
fluctuations. It’s useful to consider dividing the Hamiltonian into two terms

H=H +aV
where A is an expansion parameter. Here,

Hp

Hy = Hpana + Hatomic = [ 0

0
Hy
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is diagonal in the low energy f! (Hy) and the high energy f2 or f° (Hy) subspaces, whereas the
hybridization term

\%4l

7

provides the off-diagonal matrix elements between these two subspaces. The idea of the Schrieffer
Wolff transformation is to carry out a canonical transformation that returns the Hamiltonian to block-
diagonal form:

+ 0
V = Hpix = Z[V,;C'k:rf}r +Hel= [7

Jjo

AV 0 |H
This is a “renormalized” Hamiltonian, and the block-diagonal part of this matrix H* = P H'Py, in
the low energy subspace provides an effective Hamiltonian for the low energy physics. If we set
U = &5, then Ut = U = ¢75 (which implies ST = —S is anti-hermitian). Writing S as a power
series in A,

+ %
[HL AL] t= [i 0—]‘ (15.89)
Hpy

S=aS;+ A28y +...,
then by using the identity, e¢*Be™ = B+[A,B] + [ ,[A,B]] ..., (15.89) can also be expanded in
powers of A as follows

SHy +A1V)e™ = H +/1((v+ [51,H11)+ /12(%[51,[51,H]] + 1S,V + [Sz,H]]) +

Since V is not diagonal, by requiring

[S1,H\] ==V, (15.90)
we can eliminate all off-diagonal components to leading order in A. To second order

SHy + AV)e™ = Hy + 12 (%[51,(‘/] + [SZ,HI]) +
Since [S'1, V] is block-diagonal, we can satisfy (15.89 ) to second order by requiring S = 0, so that
to this order, the renormalized Hamiltonian has the form
H* = Hy + Hiy
where |
Hip = EPL[SI,’V]PL +...

is an interaction term induced by virtual fluctuations into the high-energy manifold. Writing

0|-st

0

S

and substituting into (15.90), we obtain V = —sHy + Hys. Now since (Hp)q» = Eﬁéab and (Hy)ap =
E! 6,4 are diagonal, it follows that

Vab ki VAab

t
.- . 1591
Ef - EL @~ FE—E (1590

Sab =
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From (15.91), we obtain

ViV + ViV

1, F 1
Hinap = —=(Vis+5 V) = = E
(Hint)ab 2( s+5"V)ap ) Ezl7 — E;.[ Eé‘ _ Ef

AelH)

Some important points about this result

e We recognize this result as a simple generalization of second-order perturbation theory to
encompass both diagonal and oft-diagonal matrix elements.

e H,, can also be written
1
Hin = E[T(Ea) + T(Ep)]

where T is given by

TE) =

”V
Ta(E) = Z[E ‘Ej,”

AeH)

(1592)

is the leading order expression for the many-body scattering T-matrix induced by scattering
off V. We can thus relate H;,, to a scattering amplitude, and schematically represent it by a
Feynman diagram, illustrated in Fig. 15.13.

A

Figure 15.13: T-matrix representation of interaction induced between states |b) and |a) by integrating
out the virtual fluctuations into the high-energy states |1).

o If the separation of the low and high energy subspaces is large, then the energy denominators
in the above expression will not depend on the initial and final states a and b, so that this
expression can be simplified to the form

viPAlV
Hi== ) —o— (15.93)
AeH) 1
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where AE, = Eﬁ’ — EL is the excitation energy in the high energy subspace labeled by A, and
the projector P[A] = 3pye la)al .

We now apply this method to the Anderson model for which the atomic ground-state is a local
moment f! configuration. In this case, there are two high-energy intermediate states correspond-
ing to O and f? configurations. When a conduction electron or hole is excited into the local-
ized f-state to create these excited state configurations, the corresponding excitation energies are
AE(f' = f) = —E; and AE(f' — f2) = Ef+ U. The hybridization V = ¥, [V(k)c*kvfg + H.c]
generates virtual fluctuations into these excited states. Using (15.93), the interaction induced by
these fluctuations is given by

VP2V VP9V
Ef +U —Ef
flee o f? flofote

Hipe =

i e et
_ Z VZ/V/([(C kaJa)(f perp) | (" peip)(chata) Py (15.94)

L E;+U —Ef

where Py =1 = (npy —ny 1)? projects into the subspace of unit occupancy. Using the Fierz identity®
20ay0yp = Gapdyy + Fap - Oy We may recast the spin exchange terms in terms of Pauli matrices as
follows

3 Gapdyy+Gap )
—_———
)T yewp) X Gaydng)
= 3¢tk = (cta' Faperp) S, (15.95)

(C%k(rfa)(f%ﬁck’ﬁ)

and similarly

& . L. = 7
(T perp)cirafa) = ~5C kaCka = (cka Gapcrp) - Sy (15.96)

(where we have replaced ny = 1 and dropped residual constants in both cases). The operator

o
Sy Ef‘n(T{w)fﬂ, (np=1) (15.97)
describes the spin of the f-electron. The renormalized Hamiltonian then becomes
Hyy = Z Jew raGerp - Sy + H
ko kB
feeorr flofve
1 1
Jiw = ViVl m——=+ — | 15.98
e ¥ "[Ef+ U CE } (15.98)

8This identity is obtained by expanding an arbitrary two dimensional matrix A in terms of Pauli matrices. If we write
Awp = %Tr[AlJzS(,ﬂ + %Tr[Ao"J - Fop and read off the coefficients of A inside the traces, we obtain the inequality.
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Notice how, in the low energy subspace, the occupancy of the f-state is constrained to ny = 1.
This fermionic representation (15.97) of the spin operator proves to be very useful. Apart from a
constant, the second term

1
_
Ef+U Ef

I
H' = _E Z Vk,Vk ]C koCk'o
kk'or

is a residual potential scattering term off the local moment. This term vanishes for the particle-hole
symmetric case Ey = —(Ey+ U) and will be dropped, since it does not involve the internal dynamics
of the local moment. Summarizing, the effect of the high-frequency valence fluctuations is to induce
an antiferromagnetic coupling between the local spin density of the conduction electrons and the
local moment:

H= kZ: Ekc+k,,-ck,,- + ; Jk,kaTkn(?Ckf‘B . §f (15.99)
= 3

This is the famous “Kondo model”. For many purposes, the k dependence of the coupling constant
can be dropped, so that the Kondo model takes the deceptively simple form

Hin

————
H= Z &t i Cro + J#0) - 5s . (15.100)
ko

Kondo model

where /,(0) Y cie is the electron operator at the origin and ¢ (0)7(0) is the spin density at the
origin. In other words, there is a simple point-interaction between the spin density of the metal at
the origin and the local moment.

1544 “Poor Man” Scaling

‘We now apply the scaling concept to the Kondo model. This was originally carried out by Anderson
and Yuval[? ? ? ] using a method formulated in the time, rather than energy domain. The method
presented here follows Anderson’s *“ Poor Man’s” scaling approach[? ? ], in which the evolution of
the coupling constant is followed as the band-width of the conduction sea is reduced. The Kondo

model is written

H = Z E](C%kg-ckg- + H(l)
lel<D
HD = JD) Z M raGaperp - S5 (15.101)
lel.lew |<D
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where the density of conduction electron states p(€) is taken to be constant. The Poor Man’s renor-
malization procedure follows the evolution of J(D) that results from reducing D by progressively
integrating out the electron states at the edge of the conduction band. In the Poor Man’s procedure,
the band-width is not rescaled to its original size after each renormalization, which avoids the need
to renormalize the electron operators so that instead of Eq. (15.81), H(D") = Hy.

To carry out the renormalization procedure, we integrate out the high-energy spin fluctuations
using the t-matrix formulation for the induced interaction H;,,, derived in the last section. Formally,
the induced interaction is given by

; 1
6Hyy = 5 Tap(Ea) + Tap(Ep)]

where P
Hy Hy

H
E-EF

Tu(E)= ).

AelH)

where the energy of state |1) lies in the range [D’, D]. There are two possible intermediate states
that can be produced by the action of H®) on a one-electron state: (I) either the electron state is
scattered directly, or (II) a virtual electron hole-pair is created in the intermediate state. In process
(I), the T-matrix can be represented by the Feynman diagram

for which the T-matrix for scattering into a high energy electron state is

T Eeper kar = e }J%a‘lvb)ﬁn(S“S”)m
el D—6D.D) &
1
~ szaD[ﬁ](a“lrb)ﬁa(sus”)w (15.102)
In process (1),
ko kp
ke gy
k'
<. eTy A d a

o
the formation of a particle-hole pair involves a conduction electron line that crosses itself, leading
to a negative sign. Notice how the spin operators of the conduction sea and antiferromagnet reverse
their relative order in process II, so that the T-matrix for scattering into a high-energy hole-state is
given by

1

T"(Eporhar = — Fp P ——

€ €[-D,~D+6D]

0P 5o (S9SN r
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= —J%psD [ﬁ] (Calea TR Yo (15.103)

where we have assumed that the energies €, and € are negligible compared with D. Adding (Eq.
15.102) and (Eq. 15.103) gives

) PN J?psD
SHI e = T4+ = -pT[a“, 1S S?
J?p6D
= 'Z) FpaS oo (15.104)

In this way we see that the virtual emission of a high energy electron and hole generates an antifer-
romagnetic correction to the original Kondo coupling constant

5D
J(D') = J(D) + 2J2pF

High frequency spin fluctuations thus antiscreen the antiferrromagnetic interaction. If we introduce
the coupling constant g = pJ, we see that it satisfies
9

—_ = B(g) = -2¢° + O(g°).

D - P® g (87)
This is an example of a negative B function: a signature of an interaction which is weak at high
frequencies, but which grows as the energy scale is reduced. The local moment coupled to the
conduction sea is said to be asymptotically free. The solution to this scaling equation is

8D = TS 2g¢,gl,:1(D/D’) (15.105)
and if we introduce the scale
Tx :Dexp[—z;] (15.106)
we see that this can be written .
2002 T

This is an example of a running coupling constant- a coupling constant whose strength depends on
the scale at which it is measured. (See Fig. 15.14).

Were we to take this equation literally, we would say that g diverges at the scale D’ = T. This
interpretation is too literal, because the above scaling equation has only been calculated to order g2,
nevertheless, this result does show us that the Kondo interaction can only be treated perturbatively
at energy scales large compared with the Kondo temperature. We also see that once we have written
the coupling constant in terms of the Kondo temperature, all reference to the original cut-off energy
scale vanishes from the expression. This cut-off independence of the problem is an indication that
the physics of the Kondo problem does not depend on the high energy details of the model: there is
only one relevant energy scale, the Kondo temperature.
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Figure 15.14: Schematic illustration of renormalization group flow from a repulsive “weak cou-
pling” fixed point, via a crossover to an attractive “strong coupling” fixed point.

It is possible to extend the above leading order renormalization calculation to higher order in
g. To do this requires a more systematic method of calculating higher order scattering effects. One
tool that is particularly useful in this respect, is to use the Abrikosov pseudo-fermion representation
of the spin, writing

s

|
=,
N
?
—_
NS
—_
2
=

ny o= L (15.107)

This has the advantage that the spin operator, which does not satisfy Wick’s theorem, is now factor-
ized in terms of conventional fermions. Unfortunately, the second constraint is required to enforce
the condition that S? = 3/4. This constraint proves very awkward for the development of a Feynman
diagram approach. One way around this problem, is to use the Popov trick, whereby the f-electron
is associated with a complex chemical potential
u=-ing

The partition function of the Hamiltonian is written as an unconstrained trace over the conduction
and pseudofermion Fock spaces,
Z = Tr[¢ A3 0r-D)] (15.108)

Now since the Hamiltonian conserves ny, we can divide this trace up into contributions from the 4,
d" and d* subspaces, as follows:

Z = ™27(£%) + Z(f") + e 2 Z(f7)
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But since Sy = 0 in the f2and d” subspaces, Z(f") = Z(#?) so that the contributions to the partition
function from these two unwanted subspaces exactly cancel. You can test this method by applying
it to a free spin in a magnetic field. (see exercise)

//\\\ /\\\ AN
L7 \\\ \\\ L7 \\\
P 4 X N
, N , A
~ 4 N 0
y N N , N
Figure 15.15: Diagrams contributing to the third-order term in the beta function. A “crossed”

N A
propagator line indicates that the contribution from high-energy electrons with energies |e| € [D —
6D, D] is taken from this line.

By calculating the higher order diagrams shown in fig 15.15 , it is straightforward, though
laborious to show that the beta-function to order g3 is given by

dg
dlnD

=B(g) = —2¢* +2¢° + 0(g") (15.109)

One can integrate this equation to obtain
D ¢ dg' 1 (¢
In (—) = £ -2 f dg
D) Jo B&D 2y,

A better estimate of the temperature 7x where the system scales to strong coupling is obtained by
setting D’ = T and g = 1 in this equation, which gives

Tk 1 1
I(T)=— —In2 1),
nD 2g()-%—zng,,+0()

1 1
72+7,+0(1)]
8 8

(15.110)

where for convenience, we have absorbed a factor \/g into the cut-off, writing D=D \/g . Thus,

Tx = D\2g,e % (15.111)

up to a constant factor. The square-root pre-factor in Tk is often dropped in qualitative discussion,
but it is important for more quantitative comparison.

15.4.5 Universality and the resistance minimum

Provided the Kondo temperature is far smaller than the cut-off, then at low energies it is the only
scale governing the physics of the Kondo effect. For this reason, we expect all physical quantities
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to be expressed in terms of universal functions involving the ratio of the temperature or field to the
Kondo scale. For example, the susceptibility

1 T
T)=—F(— 15.112
x(T) aT (TK), (15.112)
and the quasiparticle scattering rate
1 1 T
— = —G(— 15.113
D TOQ(TK) ( )

both display universal behavior.
‘We can confirm the existence of universality by examining these properties in the weak coupling
limit, where 7' >> Tx. Here, we find
1
«(T)
ni
X = =
where n; is the density of impurities. Scaling implies that at lower temperatures Jp — Jp +
2(Jp)*In 2, so that to next leading order we expect

1
27J%pS (S + Dy, =3

[1-2Jp]

L _ 2= 2 2p
5 = S DUp20p ngT, (15.114)
i D
1) = :—T[l—2Jp—4(Jp)zln?+0((Jp)3) (15.115)

results that are confirmed from second-order perturbation theory. The first result was obtained by
Jun Kondo. Kondo was looking for a consequence of the antiferromagnetic interaction predicted
by the Anderson model, so he computed the electron scattering rate to third order in the magnetic
coupling. The logarithm which appears in the electron scattering rate means that as the temperature
is lowered, the rate at which electrons scatter off magnetic impurities rises. It is this phenomenon
that gives rise to the famous Kondo “resistance minimum” .

Since we know the form of Tk, we can use this result to deduce that the weak coupling limit of
the scaling forms. If we take equation (15.110), and replace the cut-off by the temperature D — T,
and replace g, by the running coupling constant g, — g(7’), we obtain

1
g(T) = - (15.116)
21n (TLK) +1n2g(T)
which we may iterate to obtain
1 In(In(T'/Tk))
+
in(f)  2m*(£)

Using this expression to make the replacement Jp — g(T') in (15.114) and (15.115), we obtain

2g(T) =

(15.117)

n; 1 1 In(In(T'/Tk))

m oo o 1 . 15.118
D= | wame T 2w ] e
O, mEen| +WWW”»#J (15.119)
«(T) 2 @/t W(T/T)
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From the second result, we see that the electron scattering rate has the scale-invariant form

L M. (15.120)

oT) p
where G(x) is a universal function. The pre-factor in the electron scattering rate is essentially the
Fermi energy of the electron gas: it is the “unitary scattering” rate, the maximum possible scattering
rate that is obtained when an electron experiences a resonant /2 scattering phase shift. From this
result, we see that at absolute zero, the electron scattering rate will rise to the value %(T) = %Q(O),
indicating that at strong coupling, the scattering rate is of the same order as the unitary scattering
limit. We shall now see how this same result comes naturally out of a strong coupling analysis.

154.6 Nozieres Fermi Liquid Theory of the Kondo Ground-state

The weak-coupling analysis tells us that at scales of order the Kondo temperature, the Kondo cou-
pling constant g scales to a value of order O(1). Although perturbative renormalization group meth-
ods can not go past this point, Anderson and Yuval[? ? ? ]pointed out that it is not unreasonable
to suppose that the Kondo coupling constant scales to a fixed point where it is large compared to
the conduction electron band-width D. This assumption is the simplest possibility and if true, it
means that the strong-coupling limit is an attractive fixed point, being stable under the renormal-
ization group. Anderson and Yuval conjectured that the Kondo singlet would be paramagnetic,
with a temperature independent magnetic susceptibility and a universal linear specific heat given by
Cy = yKTlK at low temperatures.

The first controlled treatment of this cross-over regime was carried out by Wilson using a nu-
merical renormalization group method. Wilson’s numerical renormalization method was able to
confirm the conjectured renormalization of the Kondo coupling constant to infinity. This limit is
called the “strong coupling” limit of the Kondo problem. Wilson carried out an analysis of the
strong-coupling limit, and was able to show that the specific heat would be a linear function of
temperature, like a Fermi liquid. Wilson showed that the linear specific heat could be written in a
universal form

Cy = T,
720.4128 +0.002
= s 15.121
Y 3 8T ( )

Wilson also compared the ratio between the magnetic susceptibility and the linear specific heat with
the corresponding value in a non-interacting system, computing

,M,&(”Zkﬁ),
Ty Ty Bwe?)

w (15.122)

within the accuracy of the numerical calculation.

Remarkably, the second result of Wilson’s can be re-derived using an exceptionally elegant set
of arguments due to Nozieres[? ] that leads to an explicit form for the strong coupling fixed point
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Figure 15.16: Illustrating the strong-coupling limit of the Kondo model

Hamiltonian. Nozieres began by considering an electron in a one-dimensional chain as illustrated
in Fig. 15.16. The Hamiltonian for this situation is

Hianice = =t ) [¢'(j+ Deg() + Heel + I o(0)Fupcp(0) - . (15.123)
Jj=0,00

Nozieres argued that the strong coupling fixed point will be described by the situation J >> ¢. In this
limit, the kinetic energy of the electrons in the band can be treated as a perturbation to the Kondo
singlet. The local moment couples to an electron at the origin, forming a “Kondo singlet” denoted
by
1

V2
where the thick arrow refers to the spin state of the local moment and the thin arrow refers to the spin
state of the electron at site 0. Any electron which migrates from site 1 to site 0 will automatically
break this singlet state, raising its energy by 3J/4. This will have the effect of excluding electrons
(or holes) from the origin. The fixed point Hamiltonian must then take the form

IGS)=— (1 -1UT) (15.124)

Hiatice = —t Z [CTO-(‘]' + Dey(j) + H.c] + weak interaction (15.125)

j=Teo

where the second-term refers to the weak-interactions induced in the conduction sea by virtual
fluctuations onto site 0. If the wavefunction of electrons far from the impurity has the form y(x) ~
sin(kpx), where kg is the Fermi momentum, then the exclusion of electrons from site 1 has the
effect of phase-shifting the electron wavefunctions by one the lattice spacing a, so that now y(x) ~
sin(kpx — 0) where 6 = kra. But if there is one electron per site, then 2(2kra/(2r)) = 1 by the
Luttinger sum rule, so that kr = 7/(2a) and hence the Kondo singlet acts as a spinless, elastic
scattering center with scattering phase shift

§=n/2. (15.126)
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The appearance of § = /2 could also be deduced by appealing to the Friedel sum rule, which
states that the number of bound-electrons at the magnetic impurity site is )., é% = 26/m, so that
6 = m/2. By considering virtual fluctuations of electrons between site 1 and 0, Nozieres argued that
the induced interaction at site 1 must take the form

#

Him ~ ﬁn”nu (15127)
because fourth order hopping processes lower the energy of the singly occupied state, but they do
not occur for the doubly occupied state. This is a repulsive interaction amongst the conduction
electrons, and it is known to be a marginal operator under the renormalization group, leading to the
conclusion that the effective Hamiltonian describes a weakly interacting “local” Fermi liquid.

Nozieres formulated this local Fermi liquid in the language of an occupancy-dependent phase
shift. Suppose the ko scattering state has occupancy 7, then the the ground-state energy will
be a functional of these occupancies E[{ni,}]. The differential of this quantity with respect to
occupancies defines a phase shift as follows

B - Ao €. (15.128)
0N bid
The first term is just the energy of an unscattered conduction electron, while 6({nxo}, €) is the
scattering phase shift of the Fermi liquid. This phase shift can be expanded

0o}, &) = g +aleg—p) +@ Z N - (15.129)
k

where the term with coefficient @ describes the interaction between opposite spin states of the
Fermi liquid. Nozieres argued that when the chemical potential of the conduction sea is changed,
the occupancy of the localized d state will not change, which implies that the phase shift is invariant
under changes in . Now under a shift ou, the change in the occupancy }; 6ngs — dup, so that
changing the chemical potential modifies the phase shift by an amount
A6 = (@ + Dp)Au =0 (15.130)

so that @ = —p®. We are now in a position to calculate the impurity contribution to the magnetic
susceptibility and specific heat. First note that the density of quasiparticle states is given by

dN 106 a
=, 2o, 4 2 15.131

dE Po 7 0e Po po ( )
so that the low temperature specific heat is given by Cy = (ypux + ¥i) Where

P

2k2
y,-=2(fl)g (15.132)
3 Jr

where the prefactor “2” is derived from the spin up and spin-down bands. Now in a magnetic field,
the impurity magnetization is given by

o 6y
M==_2 (15.133)
Ve Ve
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Since the Fermi energies of the up and down quasiparticles are shifted to €7, — € — c°B, we have
>k 0nge = opB, so that the phase-shift at the Fermi surface in the up and down scattering channels
becomes

Ve
6y = 5+ aders + CD(Zk: S

= %-%—mrB—(Dpu’B
= %+2¢w’B (15.134)

so that the presence of the interaction term doubles the size of the change in the phase shift due to a
magnetic field. The impurity magnetization then becomes

2
Mi:X,-B:2(—a)p%B (15.135)
bis
where we have reinstated the magnetic moment of the electron. This is twice the value expected for
a “rigid” resonance, and it means that the Wilson ratio is
'7T2k2
W:LBZ =2 (15.136)
¥i3(up)

154.7 Experimental observation of Kondo effect

Experimentally, there is now a wealth of observations that confirm our understanding of the single
impurity Kondo effect. Here is a brief itemization of some of the most important observations. (Fig.
15.17)

e A resistance minimum appears when local moments develop in a material. For example, in
Nb_Mo, alloys, a local moment develops for x > 0.4, and the resistance is seen to develop
a minimum beyond this point.[? ? ]

o Universality seen in the specific heat Cy = "TF (T /Tk) of metals doped with dilute concen-
trations of impurities. Thus the specific heat of Cu — Fe (iron impurities in copper) can be
superimposed on the specific heat of Cu — Cr, with a suitable rescaling of the temperature
scale. [? ? ]

o Universality is observed in the differential conductance of quantum dots[? ? ] and spin-
fluctuation resistivity of metals with a dilute concentration of impurities.[? ] Actually, both
properties are dependent on the same thermal average of the imaginary part of the scattering

T-matrix
N .
e f dw (—a—f) 2Um(T(w)]
m ow

pi =
2
G = ZL dw(—a—f)frplm[T(w)]. (15.137)
h ow
569

bk . pdf

Chapter 15. ©Piers Coleman 2011
@ 1.04
Mo, ,Nb

—~ MoMNb 08 04 06
% 1021
&
<

1.00
=
= Mo, Nb
2
£ 098t
17}
5]
&2 096+

MogoNb
0.94 : : -

. L
0 10 20 30 40 50 60

Temperature (K)
(b)

10 - - s-am, 10
B
(=%
£
8 =
T o5 05 g
=) g
g N S
%
N
0070001 001 01 10 10
TITy

Figure 15.17: (a) Sketch of resistance minimum in Mo, Nb,_, (b) Sketch of excess resistivity associ-
ated with scattering from an impurity spin. Right hand-scale- differential conductivity of a quantum
dot.

Putting mp fdu) (—%) Im7 (w) = (w/Tk, T/Tk), we see that both properties have the form

2ne?
pi = ni—HT/Tk)
mp
2¢%
G = YI(T/TK) (15.138)

where #(T'/Tk) is a universal function. This result is born out by experiment.

15.5 Exercises

1. (a) Using the identity n}(r = ny,, show that the atomic part of the Anderson model can be written in
the form

Huonic = (Eg + Smy + 5 (ng = 17 = 1] (15.139)

What happens when E¢ + U/2 = 0?
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(b) Using the completeness relation

VOSSN
—_—— f——/r
S
1) = 1. S=1/2
R S ) (S =1/2)

show that the interaction can also be written in the form
27US2

15.140
3 ( )

%
Hatomic = (Ef + s =
which makes it clear that the repulsive U term induces a “magnetic attraction” that favors formation of

a local moment.

(c) Derive the Hubbard Stratonovich decoupling for (16.54).

. By expanding a plane wave state in terms of spherical harmonics:

(k) = 7 = 4z 3" i jy(kn) Y, (K) Vi (B)
ILm

show that the overlap between a state |y) with wavefunction () = R(r)Y,(7) with a plane wave is
given by V(K) = (KIVIy) = V(K)Y,,,(k) where

V(k) = dni! f drr*V(r)R() ju(kr) (15.141)

(i) Show that§ = cot™! (%) is the scattering phase shift for scattering off a resonant level at position
E,.

(i1) Show that the energy of states in the continuum is shifted by an amount —Aed(€)/m, where Ae is
the separation of states in the continuum.

(iii) Show that the increase in density of states is given by d6/9E = p4(E). (See chapter 3.)

. Generalize the scaling equations to the anisotropic Kondo model with an anisotropic interaction

Hi= Y e kot % (15.142)

el e a=(x.y.2)

and show that the scaling equations take the form

0J, 3
= -2JpJ,
3D JoJep + O),

where and (a, b, ¢) are a cyclic permutation of (x,y,z). Show that in the special case where J, = J, =
J., the scaling equations become

al. s
ﬁér}D =2J.J.p+ 0,
Z — = 2 3
Tmp = e+ 0. (15.143)

so that J? — J2 = constant. Draw the corresponding scaling diagram.
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. Consider the symmetric Anderson model, with a symmetric band-structure at half filling. In this

model, the d° and d” states are degenerate and there is the possibility of a “charged Kondo effect”
when the interaction U is negative. Show that under the “particle-hole” transformation

i Gk dy - dy

ap = Ty, dy - -d'y (15.144)
the positive U model is transformed to the negative U model. Show that the spin operators of the local
moment are transformed into Nambu “isospin operators” which describe the charge and pair degrees
of freedom of the d-state. Use this transformation to argue that when U is negative, a charged Kondo
effect will occur at exactly half-filling involving quantum fluctuations between the degenerate d° and
d? configurations.

. What happens to the Schrieffer-Wolff transformation in the infinite U limit? Rederive the Schrieffer-

Wolff transformation for an N-fold degenerate version of the infinite U Anderson model. This is
actually valid for Ce and Yb ions.

. Rederive the Nozieres Fermi liquid picture for an SU (N) degenerate Kondo model. Explain why this

picture is relevant for magnetic rare earth ions such as Ce** or Yb>*.

. Check the Popov trick works for a magnetic moment in an external field. Derive the partition function

for a spin in a magnetic field using this method.

. Use the Popov trick to calculate the T-matrix diagrams for the leading Kondo renormalization diagra-

matically.

. Derive the formula (15.66) for the conductance of a single isolated resonance.

(a) Directly confirm the Read-Newn’s gauge transformation (16.41).

‘d[; of the large N Kondo model and show that at

(b) Directly calculate the “phase stiffness” p, = —
T=0.

_N sin(rq)
Po=7\"rx )

(a) Introduce a simple relaxation time into the conduction electron propagator, writing
2

. v
Gk, iw,)™" = iw, + isgn(w,)/27 + -
iw, — A

(15.145)
Show that the poles of this Greens function occur at
w=E £ i
T T o

where

is the renormalized elestic scattering time.
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(b) The Kubo formula for the optical conductivity of an isotropic one-band system is

Né? L, TI(v)
Vi

o) = - Y i
3 T iv

where we have used the N fold spin degeneracy, and Il(v) is the analytic extension of

1(iv,) = T )" Gk, iwn) |G, iwy + iv,) = G, iw)|

where in our case, G(E, iwy) is the conduction electron propagator. Using (16.59), and approxi-
mating the momentum sum by an integral over energy, show that the low frequency conductivity
of the large N Kondo lattice is given by
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Heavy electrons

16.1 Doniach’s Kondo lattice hypothesis

Although the single impurity Kondo problem was essentially solved by the early seventies, it took
a further decade before the physics community was ready to accept the notion that the same phe-
nomenon could occur within a dense lattice environment. This resistance to change was rooted in a
number of popular misconceptions about the spin physics and the Kondo effect.

At the beginning of the seventies, it was well known that local magnetic moments severely
suppress superconductivity, so that typically, a few percent is all that is required to destroy the
superconductivity. Conventional superconductivity is largely immune to the effects of non-magnetic
disorder ! but highly sensitive to magnetic impurities, which destroy the time-reversal symmetry
necessary for s-wave pairing. The arrival of a new class of superconducting material containing
dense arrays of local moments took the physics community completely by surprise. Indeed, the
first observations of superconductivity in UBe 3, made in 1973 [1] were dismissed as an artifact
and had to await a further ten years before they were revisited and acclaimed as heavy fermion
superconductivity. [2, 3]

Normally, local moment systems develop antiferromagnetic order at low temperatures. When a
magnetic moment is introduced into a metal it induces Friedel oscillations in the spin density around
the magnetic ion, given by

(M) = ~Ix(¥ = IUS @)

where J is the strength of the Kondo coupling and

X@ = Y @t
q

! Anderson argued in his “dirty superconductor theorem” that BCS superconductivity involves pairing of electrons in
states that are the time-reverse transform of one another. Non-magnetic disorder does not break time reversal symmetry,
and so the one particle eigenstates of a dirty system can still be grouped into time-reverse pairs from which s-wave pairs
can be constructed. For this reason, s-wave pairing is largely unaffected by non-magnetic disorder.
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£l = fleg,)
g = 2y, ———= (16.1)
7 k+q k

is the the non-local susceptibility of the metal. If a second local moment is introduced at location

Figure 16.1: Illustrating how the polarization of spin around a magnetic impurity gives rise to
Friedel oscillations and induces an RKKY interaction between the spins

X, then it couples to (M(X)) giving rise to a long-range magnetic interaction called the “RKKY™[4]
interaction, 2
Jrrky(¥=X')

P iy
Hgggy = =@ - ) S(x) - S (). (16.2)

The sharp discontinuity in the occupancies at the Fermi surface produces slowly decaying Friedel
oscillations in the RKKY interaction given by

cos 2kgr
Jrrky(r) ~ —szif
kgl

(16.3)
where p is the conduction electron density of states and r is the distance from the impurity, so the
RKKY interaction oscillates in sign, depending on the distance between impurities. The approxi-
mate size of the RKKY interaction is given by Egxgy ~ sz.

Normally, the oscillatory nature of this magnetic interaction favors the development of antiferro-
magnetism. In alloys containing a dilute concentration of magnetic transition metal ions, the RKKY
interaction gives rise to a frustrated, glassy magnetic state known as a spin glass in which the mag-
netic moments freeze into a fixed, but random orientation. In dense systems, the RKKY interaction
typically gives rise to an ordered antiferromagnetic state with a Néel temperature Ty ~ J%p.

In 1976 Andres, Ott and Graebner discovered the heavy fermion metal CeAls. [? ] This metal
has the following features:

o A Curie susceptibility y~! ~ T at high temperatures.
e A paramagnetic spin susceptibility y ~ constant at low temperatures.

o A linear specific heat capacity Cy = yT', where y ~ 1600m.J/mol/K? is approximately 1600
times larger than in a conventional metal.

“named after Ruderman, Kittel, Kasuya and Yosida
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e A quadratic temperature dependence of the low temperature resistivity p = p, + AT>

Andres, Ott and Grabner pointed out that the low temperature properties are those of a Fermi liquid,
but one in which the effective masses of the quasiparticles are approximately 1000 larger than the
bare electron mass. The Fermi liquid expressions for the magnetic susceptibility y and the linear
specific heat coefficient y are

N*(0)
_ 2
x = (up) T+ Fe
7r2k§g .
Y = N0 (16.4)

where N*(0) = %N(O) is the renormalized density of states and F7 is the spin-dependent part of the
s-wave interaction between quasiparticles. What could be the origin of this huge mass renormaliza-
tion? Like other Cerium heavy fermion materials, the Cerium atoms in this metal are in a Ce* (4 ")
configuration, and because they are spin-orbit coupled, they form huge local moments with a spin
of J = 5/2. In their paper, Andres, Ott and Graebner suggested that a lattice version of the Kondo
effect might be responsible.

(a)
* X 1\ PE) Kondo pE)
Effect '
g

i
T
(b

X A_VP(E) Lattice Kondg 1 o)

Effect
i

(2m)p e Mspins

Figure 16.2: (a) Single impurity Kondo effect builds a single fermionic level into the conduction
sea, which gives rise to a resonance in the conduction electron density of states (b) Lattice Kondo
effect builds a fermionic resonance into the conduction sea in each unit cell. The elastic scattering
off this lattice of resonances leads to formation of a heavy electron band, of width Tx.

This discovery prompted Sebastian Doniach[? ] to propose that the origin of these heavy elec-
trons derived from a dense version of the Kondo effect. Doniach proposed that heavy electron

577

bk . pdf

Chapter 16.

©Piers Coleman 2011

June 28, 2011

systems should be modeled by the “Kondo-lattice Hamiltonian” where a dense array of local mo-
ments interact with the conduction sea. For a Kondo lattice with spin 1/2 local moments, the Kondo
lattice Hamiltonian[? ] takes the form

. L& o
— ] . T v N (K'—k)-R
H=Y et e+ SJ*?M(z)ﬁL@ﬁ' J (16.5)
o 7 o

Doniach argued that there are two scales in the Kondo lattice, the Kondo temperature Tk and Eggky,
given by

Ty = De'/*
J*p (16.6)

Egkky

When Jp is small, then Eggxy >> Tk, and an antiferromagnetic state is formed, but when the

Te< Trkky Te> Triky

Figure 16.3: Doniach diagram, illustrating the antiferromagnetic regime, where Tx < Trxxy and
the heavy fermion regime, where Tx > Tgrgky. Experiment has told us in recent times that the
transition between these two regimes is a quantum critical point. The effective Fermi temperature
of the heavy Fermi liquid is indicated as a solid line. Circumstantial experimental evidence suggests
that this scale drops to zero at the antiferromagnetic quantum critical point, but this is still a matter
of controversy.

Kondo temperature is larger than the RKKY interaction scale, Tx >> Egggy, Doniach argued that a
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dense Kondo lattice ground-state is formed in which each site resonantly scatters electrons. Bloch’s
theorem then insures that the resonant elastic scattering at each site will form a highly renormalized
band, of width ~ Tx. By contrast to the single impurity Kondo effect, in the heavy electron phase
of the Kondo lattice the strong elastic scattering at each site acts in a coherent fashion, and does
not give rise to a resistance. For this reason, as the heavy electron state forms, the resistance of
the system drops towards zero. One of the fascinating aspects of the Kondo lattice concerns the

T 1T T T T T T TTmm T T T T
300

200 F 05

Pm (uQcm/Ce )

10

| \'HHHH T T T I A Y
001 0.1 10 10 100 (K)

Figure 16.4: Development of coherence in heavy fermion systems. Resistance in Ce|_,La,Cug after
Onuki and Komatsubara[? ]

Luttinger sum rule. This aspect was first discussed in detail by Martin[5], who pointed out that the
Kondo model can be regarded as the result of adiabatically increasing the interaction strength U in
the Anderson model, whilst preserving the valence of the magnetic ion. During this process, one
expects sum rules to be preserved. In the impurity, the scattering phase shift at the Fermi energy
counts the number of localized electrons, according to the Friedel sum rule

This sum rule survives to large U, and reappears as the constraint on the scattering phase shift
created by the Abrikosov Suhl resonance. In the lattice, the corresponding sum rule is the Luttinger
sum rule, which states that the Fermi surface volume counts the number of electrons, which at small
U is just the number of localized (4f, 5t or 3d) and conduction electrons. When U becomes large,
number of localized electrons is now the number of spins, so that

Vrs

oy * Ispins
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This sum rule is thought to hold for the Kondo lattice Hamiltonian, independently of the origin of
the localized moments. Such a sum rule would work, for example, even if the spins in the model
were derived from nuclear spins, provided the Kondo temperature were large enough to guarantee a
paramagnetic state.

Experimentally, there is a great deal of support for the above picture. It is possible, for example,
to examine the effect of progressively increasing the concentration of Ce in the non-magnetic host
LaCue.(16.4 ) At dilute concentrations, the resistivity rises to a maximum at low temperatures. At
dense concentrations, the resistivity shows the same high temperature behavior, but at low tempera-
tures coherence between the sites leads to a dramatic drop in the resistivity. The thermodynamics of
the dense and dilute system are essentially identical, but the transport properties display the effects
of coherence.

There are many indications that the Fermi surface of heavy electron systems has a volume which
counts both spins and conduction electrons. The most direct evidence derives from Fermi surface
studies made from accurate measurements of de Haas van Alphen oscillations [? ? ]. Typically, in
the heavy Fermi liquid, the measured de Haas van Alphen orbits are consistent with band-structure
calculations in which the f-electrons are assumed to be delocalized. By contrast, the measured
masses of the heavy electrons often exceed the band-structure calculated masses of the narrow f-
band by an order of magnitude or more. Perhaps the most remarkable discovery of recent years, is
the observation that the volume of the f-electron Fermi surface appears to “jump” to a much smaller
value when the f-electrons anti-ferro magnetically order, indicating that once the Kondo effect is
interupted by magnetism, the heavy f-electrons become localized again[? ]

Yet Doniach scenario for heavy fermion development is fundamentally a comparison of energy
scales: it does not tell us how the heavy fermion phase evolves from the antiferromagnet, nor does
it explain the nature of the heavy f-electron. Amongst the early objections to Doniach’s hypothesis
and were of particular concern:

e Size of the Kondo temperature Tx. Simple estimates of the value of Jp required for heavy
electron behavior give a value Jp ~ 1. Yet in the Anderson model, Jp ~ 1 would imply a
mixed valent situation, with no local moment formation.

e Exhaustion paradox. The naive picture of the Kondo model imagines that the local moment
is screened by conduction electrons within an energy range Tk of the Fermi energy. The
number of conduction electrons in this range is of order Tx /D << 1 per unit cell, where D is
the band-width of the conduction electrons, suggesting that there are not enough conduction
electrons to screen the local moments.

The resolution of these two issues are quite intriguing.

Enhancement of the Kondo temperature by spin degeneracy

The resolution of the first issue has its origins in the large spin-orbit coupling of the rare earth
or actinide ions in heavy electron systems. This protects the orbital angular momentum against
quenching by the crystal fields. Rare earth and actinide ions consequently display a large total
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angular momentum degeneracy N = 2j + 1, which has the effect of dramatically enhancing the
Kondo temperature. Take for example the case of the Cerium ion, where the 4f! electron is spin-
orbit coupled into a state with j = 5/2, giving a spin degeneracy of N = 2j+1 = 6. Ytterbium heavy
fermion materials involve the Y5 : 4f'3 configuration, which has an angular momentum j = 7/2, or
N =8.

To take account of these large spin degeneracies, we need to generalize the Kondo model. This
was done in the mid-sixties by Cogblin and Schrieffer[6]. Cogblin and Schrieffer considered a
degenerate version of the infinite U Anderson model in which the spin component of the electrons
runs from —j to j,

H=Y aciver+Ep ) If s oxfiol+ ) V[l : ol +Hel.
ko o ko

Here the conduction electron states are also labeled by spin indices that run from —j to j. This is
because the spin-orbit coupled f states couple to partial wave states of the conduction electrons in
which the orbital and spin angular momentum are combined into a state of definite j. Suppose |l?o-)
represents a plane wave of momentum K. then one can construct a state of definite orbital angular
momentum / by integrating the plane wave with a spherical harmonic, as follows:

aQ .
lklmoy = f T k)Y, k)

When spin orbit interactions are strong, one must work with a partial wave of definite j, obtained by
combining these states in the following linear combinations. Thus for the case j = [ + 1/2 (relevant
for Ytterbium ions), we have

l+a'm+l o o
) = ——2lkim - 5, ).
o) = 3\ m =53

o=x1

An electron creation operator is constructed in a similar way. This construction is unfortunately, not
simultaneously possible at more than one site.

When E; << 0, the valence of the ion approaches unity and ny — 1. In this limit, one can
integrate out the virtual fluctuations f' = f° + ¢~ via a Schrieffer Wolff transformation. This leads
to the Cogblin Schrieffer model

Hcs = Z &ct i +J Z kaﬁck’araﬁ,
o kK ap

(ova.Bel-jjD-

where J = V?/|E #l is the induced antiferromagnetic interaction strength. This interaction is under-
stood as the result of virtual charge fluctuations into the f° state, f' = f° + ¢~. The spin indices
run from —j to j, and we have introduced the notation

Top = flafs= 11" aX(f' 1Bl

Notice that the charge Q = ny of the f—electron, normally taken to be unity, is conserved by the
spin-exchange interaction in this Hamiltonian.
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To get an idea of how the Kondo effect is modified by the larger degeneracy, consider the renor-
malization of the interaction, which is given by the diagram

Jepp(D) =/ b » 4

J+N12p]n(2) 16.7)
DI

( where the cross on the intermediate conduction electron state indicates that all states with energy
|e| € [D’, D] are integrate over). From this result, we see that 8(g) = dg(D)/0InD = —Ng?, where
g = Jp has an N— fold enhancement, derived from the N intermediate hole states. A more extensive
calculation shows that the beta function to third order takes the form

B(g) = —Ng* + Ng*. (16.8)

This then leads to the Kondo temperature

Tx = DINJp)V exp [7%@]
so that large degeneracy enhances the Kondo temperature in the exponential factor. By contrast, the
RKKY interaction strength is given by Trxxy ~ J?p, and it does not involve any N fold enhance-
ment factors, thus in systems with large spin degeneracy, the enhancement of the Kondo temperature
favors the formation of the heavy fermion ground-state.

In practice, rare-earth ions are exposed to the crystal fields of their host, which splits the N =
2j + 1 fold degeneracy into many multiplets. Even in this case, the large degeneracy is helpful,
because the crystal field splitting is small compared with the band-width. At energies D’ large
compared with the crystal field splitting 7y, D" >> T, the physics is that of an N fold degenerate
ion, whereas at energies D’ small compared with the crystal field splitting, the physics is typically
that of a Kramers doublet, i.e.

N-2
|
TX
41; 2
dg —Ng* (D>>Ty)
omD {—2g2 (D <<T)) (16.9)

from which we see that at low energy scales, the leading order renormalization of g is given by

1 D T
-~ _Nm[2 —21n(—*)
g(D’) 8o Ty D’
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where the first logarithm describes the high energy screening with spin degeneracy N, and the
second logarithm describes the low-energy screening, with spin degeneracy 2. This expression is
~ 0 when D’ ~ T, the Kondo temperature, so that

0= L —Nln(B)—2ln(T—i)
8o T, Ty

from which we deduce that the renormalized Kondo temperature has the form[7]

Lo
1 D\?

Ty =D - —_ .
K CXP( 2-’0.0)(Tx)

Here the first term is the expression for the Kondo temperature of a spin 1/2 Kondo model. The
second term captures the enhancement of the Kondo temperature coming from the renormalization
effects at scales larger than the crystal field splitting. Suppose T, ~ 100K, and D ~ 1000K, and
N = 6, then the enhancement factor is order 100. This effect enhances the Kondo temperature
of rare earth heavy fermion systems to values that are indeed, up to a hundred times bigger than
those in transition metal systems. This is the simple reason why heavy fermion behavior is rare in
transition metal systems. [? ] In short- spin-orbit coupling, even in the presence of crystal fields,
substantially enhances the Kondo temperature.

The exhaustion problem

At temperatures T <T¥, a local moment is “screened” by conduction electrons. What does this
actually mean? The conventional view of the Kondo effect interprets it in terms of the formation of
a “magnetic screening cloud” around the local moment. According to the screening cloud picture,
the electrons which magnetically screen each local moment are confined within an energy range
of order e ~ T around the Fermi surface, giving rise to a spatially extended screening cloud of
dimension [ = vp/Tx ~ a;—f{, where a is a lattice constant and €5 is the Fermi temperature. In a
typical heavy fermion system, this length would extend over hundreds of lattice constants. This
leads to the following two dilemmas

1. Tt suggests that when the density of magnetic ions is greater than p ~ 1/I°, the screening
clouds will interfere. Experimentally no such interference is observed, and features of single
ion Kondo behavior are seen at much higher densities.

2. “ The exhaustion paradox” The number of “screening”electrons per unit cell within energy
Tk of the Fermi surface roughly Tx /W, where W is the bandwidth, so there would never be
enough low energy electrons to screen a dense array of local moments.

In this lecture I shall argue that the screening cloud picture of the Kondo effect is conceptually
incorrect. Although the Kondo effect does involve a binding of local moments to electrons, the
binding process takes place between the local moment and high energy electrons , spanning decades
of energy from the Kondo temperature up to the band-width. (Fig. 16.5) I shall argue that the
key physics of the Kondo effect, both in the dilute impurity and dense Kondo lattice, involves
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Figure 16.5: Contrasting (a) the “screening cloud” picture of the Kondo effect with (b) the composite
fermion picture. In (a), low energy electrons form the Kondo singlet, leading to the exhaustion prob-
lem. In (b) the composite heavy electron is a highly localized bound-state between local moments
and high energy electrons which injects new electronic states into the conduction sea at the chemical
potential. Hybridization of these states with conduction electrons produces a singlet ground-state,
forming a Kondo resonance in the single impurity, and a coherent heavy electron band in the Kondo
lattice.

the formation of a composite heavy fermion formed by binding electrons on logarithmically large
energy scales out to the band-width. These new electronic states are injected into the conduction
electron sea near the Fermi energy. For a single impurity, this leads to a single isolated resonance.
In the lattice, the presence of a new multiplet of fermionic states at each site leads to the formation
of a coherent heavy electron band with an expanded Fermi surface. ( 16.5)

16.1.1 Large N Approach

‘We shall now solve the Kondo model, both the single impurity and the lattice, in the large N limit.
In the early eighties, Anderson[? ] pointed out that the large spin degeneracy N = 2j+ 1 furnishes a
small parameter 1/N which might be used to develop a controlled expansion about the limit N — co.
Anderson’s observation immediately provided a new tool for examining the heavy fermion problem:
the so called “large N expansion”. [8].

The basic idea behind the large N expansion, is to take a limit where every term in the Hamil-
tonian grows extensively with N. In this limit, quantum fluctuations in intensive variables, such as
the electron density, become smaller and smaller, scaling as 1/N, and in this sense,

1
N " Ters

behaves as an effective Planck’s constant for the theory. In this sense, a large N expansion is a
semi-classical treatment of the quantum mechanics, but instead of expanding around 7 = 0, one can
obtain new, non trivial results by expanding around the non trivial solvable limit % = 0. For the
Kondo model, we are lucky, because the important physics of the Kondo effect is already captured
by the large N limit as we shall now see.

Our model for a Kondo lattice or an ensemble of Kondo impurities localized at sites j is

H= Z i co ¥ Z H(j) (16.10)
fo 7
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where 7
Hy(j) = Nraﬁ(jwﬁ(j)wa(j)

is the interaction Hamiltonian between the local moment and conduction sea. Here, the spin of the
local moment at site j is represented using pseudo-fermions

Cap() = £ ja -

and

l//+(l(j) = Z C*Eaeiiklkf
4

creates an electron localized at site j.
There are a number of technical points about this model that need to be discussed:

e The spherical cow approximation. For simplicity, we assume that electrons have a spin
degeneracy N = 2j + 1. This is a theorists’ idealization- a “spherical cow approximation”
which can only be strictly justified for a single impurity. Nevertheless, the basic properties of
this toy model allow us to understand how the Kondo effect works in a Kondo lattice. With an
N-fold conduction electron degeneracy, it is clear that the Kinetic energy will grow as O(N).

e Scaling the interaction. Now the interaction part of the Hamiltonian H;(j) involves two
sums over the spin variables, giving rise to a contribution that scales as O(N?). To ensure that
the interaction energy grows extensively with N, we need to scale the coupling constant as
O(1/N).

o Constraint n; = Q. Irreducible representations of the rotation group SU (N) require that
the number of f—electrons at a given site is constrained to equal to ny = Q. In the large N
limit, it is sufficient to apply this constraint on the average (ny) = Q, though at finite N a
time dependent Lagrange multiplier coupled to the difference ny — Q is required to enforce
the constraint dynamically. With Q f—electrons, the spin operators I'y, = fT,f; provide
an irreducible antisymmetric representation of S U(N) that is described by column Young
Tableau with Q boxes. As N is made large, we need to ensure that g = Q/N remains fixed, so
that Q ~ O(N) is an extensive variable. Thus, for instance, if we are interested in N = 2, this
corresponds to g = ny/N = % We may obtain insight into this case by considering the large
N limit with ¢ = 1/2.

The next step in the large N limit is to carry out a “Hubbard Stratonovich” transformation on
the interaction. We first write

J A +
Hi(p=-y (t/ﬁwfjﬂ) (f jawm),
with a summation convention on the spin indices. We now factorize this[9, 10] as

ViV

Hi() = HilV, ) = V(0 jafjo) + (1 jarjo) Vi + N=
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This is an exact transformation, provided the hybridization variables V(t) are regarded as fluctuat-
ing variables inside a path integral, so formally,

ZIAV]
Z= f@[v, AITH[T exp [— fﬂH[V, 11]] (16.11)
0
where
HIV,A1= ) e co+ (V) 1+ 4,ln,0) = Q1) (16.12)

ko i

is exact. In this expression, D[V, 1] denotes a path integral over all possible time-dependences of
V;and (), and T denotes time ordering. The important point for our discussion here however, is
that in the large N limit, the Hamiltonian entering into this path integral grows extensively with NV,
so that we may write the partition function in the form

Z = fz)[v,A]Tr[Texp[—Nfﬂ[v,/l]] (16.13)
0

where H[V, 1] = ﬁH[V, A] ~ O(1) is an intensive variable in N. The appearance of a large factor N
in the exponential means that this path integral becomes dominated by its saddle points in the large
N limit- i.e, if we choose

Vi=V,  Aj=2

where the saddle point values V,, and A, are chosen so that

dInZ[V, ] _dInZ[V, 4] -0
WV Nv=v,a=4, o1 lvi=v,a=a,
then in the large N limit,
7 = Tre PHWVoAol

In this way, we have converted the problem to a mean-field theory, in which the fluctuating variables
V;(r) and A(7) are replaced by their saddle-point values. Our mean-field Hamiltonian is then

o ) P v,V,
Hyrr = Z E]?CT];(,.C;,,. + Z (ijal//jaVo + Vn‘/’Tjﬁij + /lnijnfja) + N”l( (f] < - /loq) s
4 Ja

ko

where n is the number of sites in the lattice. We shall now illustrate the use of this mean-field theory
in two cases- the Kondo impurity, and the Kondo lattice. In the former, there is just one site; in the
latter, translational invariance permits us to set V; =V, at every site, and for convenience we shall
choose this value to be real.
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16.1.2 Mean-field theory of the Kondo impurity
Diagonalization of MF Hamiltonian
The Kondo effect is at heart, the formation of a many body resonance. To understand this phe-
nomenon at its conceptually simplest, we begin with the impurity model. We shall begin by writing
down the mean-field Hamiltonian for a single Kondo ion
t t t NV
H= Z €kC ko Cko + Z Vice ko‘ﬁr + f oCkol + 4 Z Nfo — A0 + (]6]4)

ko ko o J

By making a mean-field approximation, we have reduced the problem to one of a self-consistently
determined resonant level model. Now, suppose we diagonalize this Hamiltonian, writing it in the
form

. NV?2
H:ZEya‘wayHT—/lQ (16.15)
yo

where the “quasiparticle operators” a,, are related via a unitary transformation to the original oper-
ators

atyr = 3 axclio +Bf s (16.16)
k

commuting aty(,- with H, we obtain
[H, a'yel = Eya' (16.17)

Expanding the right and left-hand side of (16.17) in terms of (16.16) and (16.14), we obtain,

(Ey - ék){lk - Vﬁ =0

—VZak+(Ey—/l)/3 =0 (16.18)
k
Solving for a; using the first equation, and substituting into the second equation, we obtain
V2
E,—A- =0 16.19
Y ; Ey — €k ( )

We could have equally well obtained these eigenvalue equations by noting the electron eigenvalues
E, must correspond to the poles of the f-Green function, G(E,)™' = 0, where from an earlier

subsection,
V2
—1 _ o
G/l =|w-21 Zk:w—a (16.20)
Either way, the one-particle excitation energies E, must satisfy
V2
E, =1+ < (16.21)
4 ; Ey — €
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New bound state

ug

(b)
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/2,

Figure 16.6: (a) Graphical solution of the equationy = — >, y‘_/—z, for eight equally spaced conduc-
tion electron energies. Notice how the introduction of a new bound-state at y = 0 displaces electron
band-states both up and down in energy. In this way, the Kondo effect injects new bound-state
fermion states into the conduction sea. (b) Energy dependence of the scattering phase shift.

The solutions of this eigenvalue equation are illustrated graphically in Fig. (16.6). Suppose the
energies of the conduction sea are given by the 2M discrete values

1
a=Gk+)Ae  kel-M...M-1|

Suppose we restrict our attention to the particle-hole case when the f-state is exactly half filled,
i.e. when Q = N/2. In this situation, 4 = 0. We see that one solution to the eigenvalue equation
corresponds to £, = 0. The original band-electron energies are now displaced to both lower and
higher energies, forming a band of 2M + 1 eigenvalues. Clearly, the effect of the hybridization is
to inject one new fermionic eigenstate into the band. Notice however, that the electron states are
displaced symmetrically either-side of the new bound-state at £, = 0.

Each new eigenvalue is shifted relative to the original conduction electron energy by an amount
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of order Ae. Let us write 5
E, =€, — Ae—L
y =& =

where ¢ € [0, ] is called the “phase shift”. Substituting this into the eigenvalue equation, we obtain

y+M

E, =1+ Z

n=y+1- MAS(n_ T

Now if M is large, we can replace the sum over states in the above equation by an unbounded sum

VS 1
Aenz (n-2)

=—00

Ey=A1+

Using contour integration methods, one can readily show that
S
2o

n=-co (l’l - ;)

= —mcotd

so that the phase shift is given by ¢, = 6(E,), where

npV2
A—€

tandle] =
where we have replaced p = 5 as the density of conduction electron states. This can also be written

5(e) = tan”™!

A
—l =ImIn[1 +iA - €] (16.22)
A-€
where A = mpV? is the width of the resonant level induced by the Kondo effect. Notice that for
A =0,6 = /2 at the Fermi energy.

e The phase shift varies from § = 0 at E, = —co to § = wat E, = oo , passing through 6 = /2
at the Fermi energy.

e An extra state has been inserted into the band, squeezing the original electron states both
down and up in energy to accommodate the additional state: states beneath the Fermi sea are
pushed downwards, whereas states above the Fermi energy are pushed upwards. From the
relation

Ae
Ey = & = —0(Ey)

we deduce that

ﬁ - 1+ Ae do(E)

dE 71r dgl(%)

= 1+ —— 16.23
* np dE ( )
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where p = 1/Ae is the density of states in the continuum. The new density of states p*(E)is
given by p*(E)dE = pde, so that

“E) = p0) % Z 4 p;

PUE) =pO) = = p+pi(E) (16.24)
where )
_1d&(E) 1 A

PO = E TR E- e (1023

corresponds to the enhancement of the conduction electron density of states due to injection
of resonant bound-state.
Minimization of Free energy

With these results, let us now calculate the Free energy and minimize it to self-consistently evaluate
Aand A. The Free energy is given by

. sz
F==NT ) In[l +e 5] -0+ (16.26)
Y
In the continuum limit, where € — 0, we can use the relation Ey = €, — Ae? to write
“TIn[l +eP5] = —TIn[l + e Pe 2]
—Fo

T T Ae

= —TIn[l +eP9]——6(e,) f(€) (16.27)
us

where f(x) = 1/(eP¥+1) is the Fermi function. The first term in (16.27) is the Free energy associated
with a state in the continuum. The second term results from the displacement of continuum states
due to the injection of a resonance into the continuum. Inserting this result into (16.26), we obtain

2

Ae
F = Fy—-N —
0 zy: =
* de NV?
= Fp—-N —f(e)d(e) — 10 + 7 (16.28)
o T
The shift in the Free energy due to the Kondo effect is then
< d NA
F= —Nf 2€ foImn[ - €] - 10 + 22 (16.29)
o TT nJp
where we have introduced { = A + iA. This integral can be done at finite temperature, but for
simplicity, let us carry it out at 7 = 0, when the Fermi function is just at step function, f(x) = 6(—x).

This gives
N —€]° NA
ae = Sl -om[<=E| a0 2
b e llp |
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= %Im[_{ln [e%] —DIn [g” -0+ % (16.30)

where we have expanded ({ + D)In [%] — Dln [g] + {In D to obtain the second line. We can

e
further simplify this expression by noting that

% - 7¥Im [{]n [aﬁ*"’“’” (1631

-10 +
where ¢ = Q/N. With this simplification, the shift in the ground-state energy due to the Kondo
effect is

AE = Elm[(ln | (16.32)
T : eTke™
where we have dropped the constant term and introduced the Kondo temperature Tx = De % . The
stationary point dE/0{ = 0 is given by

Tx = VA2 + A2

= A+iA = Tge™
14 i ke { antrg) = 2

Notice that

e The phase shift § = 7g is the same in each spin scattering channel, reflecting the singlet nature
of the ground state. The relationship between the filling of the resonance and the phase shift
0 =73, % = N is nothing more than Friedel’s sum rule.

o The energy is stationary with respect to small variations in A and A. It is only a local minimum
once the condition dE/dA, corresponding to the constraint (i) = Q, or 1 = Acot(rg) is
imposed. It is instructive to study the energy for the special case g = %, A = 0 which is
physically closest to the S = 1/2, N = 2 case. In this case, the energy takes the simplified
form

AE = E[Aln
n

A
E“ (1633)

Plotted as a function of V, this is the classic “Mexican Hat” potential, with a minimum where
AE/AV =0 at A = np|V|*> = Tx. (Fig. 16.7)

e According to (16.24), the enhancement of the density of states at the Fermi energy is

LA
(A% + A2)
2
= pq S (16.34)
ﬂTK

p'0) = p

per spin channel. When the temperature is changed or a magnetic field introduced, one can
neglect changes in A and A, since the Free energy is stationary. This implies that in the large
N limit, the susceptibility and linear specific heat are those of a non-interacting resonance of
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width A. The change in linear specific heat ACy = AyT and the change in the paramagnetic
susceptibility Ay are given by

Nﬂzké Nﬂzki, sinz(nq)
Ay = [ 3 ]/’i(o) —[ 3 } Tr
oy 2 s 27 «in2
A = [NJ(J+ l3>(g/ts) ]p,-(O) _ [NJ(H 13)(5’#3) ]sn;rr(zq) (1635)

Notice how it is the Kondo temperature that determines the size of these two quantities. The
dimensionless “Wilson” ratio of these two quantities is

_ [ (mkp)* Ay _
(gup?j(j+ 1| Ay
At finite N, fluctuations in the mean-field theory can no longer be ignored. These fluctuations
induce interactions amongst the quasiparticles, and the Wilson ratio becomes

1
w

=—F
-5

The dimensionless Wilson ratio of a large variety of heavy electron materials lies remarkably

close to this value.

16.1.3 Gauge invariance and the composite nature of the f—electron
‘We now discuss the nature of the f—electron. In particular, we shall discuss how

e the f—electron is actually a composite object, formed from the binding of high-energy con-
duction electrons to the local moment.

o although the broken symmetry associated with the large N mean-field theory does not persist
to finite N, the phase stiffness associated with the mean-field theory continues to finite N.
This phase stiffness is responsible for the charge of the composite f electron.

Composite nature of the heavy f—electron

Let us begin by discussing the composite structure of the f—electron. In real materials, the Kondo
effect we have described involves spins formed from localized f- or d-electrons. Though it is tempt-
ing to associate the composite f—electron in the Kondo effect with the the f—electron locked inside
the local moment, we should also bear in mind that the Kondo effect could have occurred equally
well with a nuclear spin! Nuclear spins do couple antiferromagnetically with a conduction electron,
but the coupling is far too small for an observable nuclear Kondo effect. Nevertheless, we could
conduct a thought experiment where a nuclear spin is coupled to conduction electrons via a strong
antiferromagnetic coupling. In this case, a resonant bound-state would also form from the nuclear
spin. The composite bound-state formed in the Kondo effect clearly does not depend on the origin
of the spin partaking in the Kondo effect.
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There are some useful analogies between the formation of the composite f—electron in the
Kondo problem and the formation of Cooper pairs in superconductivity, which we shall try to draw
upon. One of the best examples of a composite bound-state is the Cooper pair. Inside a super-
conductor, pairs of electrons behave as composite bosonic particles. One of the signatures of pair
formation, is the fact that Cooper pairs of electron operators behave as a single composite at low
energies,

U (Y () = Fx = x)

The Cooper pair operator is a boson, and it behaves as a c-number because the Cooper pairs con-
dense. The Cooper pair wavefunction is extremely extended in space, extending out to distances of
order & ~ vp/T,. A similar phenomenon takes place in the Kondo effect, but here the bound-state is a
fermion and it does not condense For the Kondo effect the fermionic composite (c?'~§ (X)) aptp(x) be-
haves as a single charged electron operator. The analogy between superconductivity and the Kondo
effect involves the temporal correlation between spin-flips of the conduction sea and spin-flips of
the local moment, so that at low energies

[Gap - SOWEE) ~ At = ) fol0).

The function A(r — ¢') is the analog of the Cooper pair wavefunction, and it extends out to times
TK ~ h/ TK.

To see this in a more detailed fashion, consider how the interaction term behaves. In the path
integral we factorize the interaction as follows

Hy = %w*ﬁraﬁwa = V(Y afa) + (Flotra) V + Ng

By comparing these two terms, we see that the composite operator I',z(/)¥/o(j) behaves as a single
fermi field:

1 v
Nraﬁ(t)'//a(t) g (7)f£1(t)

Evidently, a localized conduction electron is bound to a spin-flip of the local moment at the same
site, creating a new independent fermionic excitation. The correlated action of adding a con-
duction electron with a simultaneous spin flip of the local moment at the same site creates a
composite f—electron.

It is worth noting that this fermionic object only hybridizes with conduction electrons at a single
point: it is thus local in space.

Let us now try to decompose the composite fermion in terms of the electrons that contribute to
the bound-state amplitude. We start by writing the local moment in the fermionic representation, 3

1 1. [
Nr(yﬂwa = *Nf ,Bl//afar d *N{f‘rﬂwB)fﬂ

*Important and subtle point: The emergence of a composite fermion does not depend on a fermionic representation
of the spin. The fermionic representation for the spin is simply the most convenient because it naturally furnishes us with
an operator in the theory that represents the composite bound-state.
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where we have replaced the bilinear product between the conduction and f—electron by its expec-
tation value. We can evaluate this “bound-state amplitude” from the corresponding Green-function

\4 1
7= ﬁ(ftplhﬁ

fd%f(m)lmG,,,f(w —i0)

dw 1 1
=V, —I _
"ff(w)ﬂ m[zk:w—ek—idw—iA

where we have chosen the half-filled case Q/N = 1/2, 2 = 0. In the large band-width limit, the main
contribution to this integral is obtained by neglecting the principal part of the conduction electron
propagator 1/(w — € — i6) — ind(w — €), so that

(16.36)

| - €
—(f' = - 1637
5 Tovp) ijﬂek)[eg " AZ] (16.37)
From this expression, we can see that the contribution of a given k state in the Fermi sea to the
bound-state amplitude is given by

1 €

Lt -7 k

N(f perg) = fl&) [E% " Az)
This function decays with the inverse of the energy, right out to the band-width. Indeed, if we break-
down the contribution to the overall bound-state amplitude, we see that each decade of energy counts
equally. Let us take 7 = 0 and divide the band on a logarithmic scale into n equal parts, where the
ratio of the lower and upper energies is s > 1, then

Vo —€ Do

— = pV, de———= ~pV, de—

7 L ”ﬁ) ain " F ”fA e
D D/s D/s""! D/s") ge
oV, f +... +f —
Dls D/s? D/s" A €

D —n

- pVo{lns+lns+...lns+ln o

} (1638)

€
+

This demonstrates that the composite bound-state involves electrons on spread out over decades of
energy out to the band-width. If we complete the integral, we find that

\% D 1
f:pVolnX$A=De e =Tk

as expected from the minimization of the energy. Another way of presenting this discussion, is to
write the composite bound-state in the time-domain, as

1
N (! Wa(t) — At = 1) fo (1) (16.39)

where now !
A= 1) = s Ovp(e)
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This is the direct analog of Cooper pair bound-state wavefunction, except that the relevant variable
is time, rather than space. If one evaluates the function A(7) at a finite 7, we find that

N _ €k —iq (1)
Ait—-1) = € e '
-1 Ek £ k)(E%MZ)

Heuristically, the finite time cuts off the energy integral over the Fermi surface at an energy of order
i/t, so that

A ~ { pVUln(%) (t << h/Tk)
mmqﬁ)a>>mn)

emphasizing the fact that the Kondo effect involves a correlation between the spin-flips of the con-
duction sea and the local moment over decades of time scales from the the inverse band-width up to
the Kondo time 7#/Tk.

From these discussions, we see that the Kondo effect is

o entirely localized in space.
e extremely non-local in time and energy.

This picture of the Kondo effect as a temporal, rather than a spatial bound-state is vital if we are to
understand the extension of the Kondo effect from the single impurity to the lattice.

Gauge invariance and the charge of the f—electron

One of the interesting points to emerge from the mean-field theory is that the energy of mean-field
theory does not depend on the phase of the bound-state amplitude V = |V|e®. This is analogous
to the gauge invariance in superconductivity, which derives from the conservation of the total elec-
tronic charge. Here, gauge invariance arises because there are no charge fluctuations at the site of
the local moment, a fact encoded by the conservation of the total f-charge Q. Let us look at the full
Lagrangian for the f—electron and interaction term

L = [0~ fr~H )
_ " Vv
H = V(l//*afa)+(f‘ﬂl//a)V+N7 (16.40)
This is invariant under the “Read-Newns”[10] transformation

o= e,

V o= Ve, - 0+9),

1 1+ (16.41)

o’ ’

where the last relation arises from a consideration of the gauge invariance of the dynamic part
£1(i8; = A)f of the Lagrangian. Now if V(r) = |V(t)|e””, where r(7) is real, Read and Newns
observed that by making the gauge choice ¢(f) = —6(r), the resulting V = [V[e/?*) = |V] is real.
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In this way, once the Kondo effect takes place the phase of V = |V|e! is dynamically absorbed into
the constraint field A : effectively A = d,¢ represents the phase precession rate of the hybridization
field. The absorption of the phase of an order parameter into a dynamical gauge field is called
the “Anderson Higg’s” mechanism.[? ] By this mechanism, once the Kondo effect takes place, V
behaves as a real, and hence neutral object under gauge transformations, this in turn implies that the
composite f—electron has to transform under real electromagnetic gauge transformations, in other
words the Anderson Higgs effect in the Kondo problem endows the composite f—electron with
charge.

E

Figure 16.7: “Mexican Hat Potential” which determines minimum of Free energy, and self-
consistently determines the width of the Kondo resonance. The Free energy displays this form
provided the constraint dF/0A = (ny) — Q = 0 is imposed.

There is a paradox here, for in the Kondo effect, there can actually be no true broken sym-
metry, since we are dealing with a system where the number of local degrees of freedom is finite.
Nevertheless, the phase ¢ does develop a stiffness- a stiffness against variation in time, and the order
parameter consequently develops infinite range correlations in time. There is a direct analogy be-
tween the spatial phase stiffness of a superconductor and the temporal phase stiffness in the Kondo
effect. In superconductivity, the energy depends on spatial derivatives of the phase

Ps o 12
E o« 22(Vp—2eA)? = — « py
2 /lL

( where we have set 7 = 1.) Gauge invariance links this stiffness to the mass of the photon field,
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Table 16.1: Parallels between Superconductivity and the Kondo effect .

Superconductivity

Kondo effect

Bound State

U (Y (x) = F(x = x7)

Bosonic

(Fap * SN0 = A = 1) folt')

Fermionic

Characteristic energy

T. = wDe"/”"’

T = DTpe 1

Energy range contributing E € |T,,wp] E € [Tk, D]

to bound state

Extended in space time
E~vpT. T~ h/Tg

Conserved Quantity

Total electron charge

Charge of local moment

Long Range Order

LROd >2
Powerlaw in space d < 2

Powerlaw in time

Phase stiffness Ps Lo
Consequences of Meissner effect Formation of charged
Phase stiffness heavy electron
(Anderson- Higgs) Z(Az%)@ = 1, + Nyping

: 1 1
Quantity related 7P 7 =P

to phase stiffness
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which generates the Meissner effect; the inverse squared penetration depth is directly proportional
to the phase stiffness. In an analogous fashion, in the Kondo effect, the energy depends on temporal
derivatives of the phase and the phase stiffness is *

B 007

For a Kondo lattice, there is one independent Kondo phase for each spin site, and the indepen-
dent conservation of Q at each site guarantees that there is no spatial phase stiffness associated with
¢. The temporal phase stiffness leads to a slow logarithmic growth in the phase -phase correlation
functions, which in turn leads to power-law temporal correlations in the order parameter V(7):

1 - ), 1
@¢(0p() ~ 5 In(r = 7). V@V ~ OO -7y,
In this respect, the Kondo ground-state resembles a two dimensional superconductor, or a one di-
mensional metal: it is critical but has no true long-range order. As in the superconductor, the
development of phase stiffness involves real physics. When we make a gauge transformation of the
electromagnetic field,

ed(x, 1) — eDd(x,t)+ d,a(x,t),
efr(x, H — eX(x, 1)+ Va,
Yx) - P(x)e T (16.42)

Because of the Anderson - Higg’s effect, the hybridization is real and the only way to keep L;
invariant under the above transformation, is by gauge transforming the f—electron and the constraint
field

fo() = forlem@sd
1 - A+, (16.43)

( Notice how A transforms in exactly the same way as the potential e®.)

The non-trivial transformation of the f—electron under electromagnetic gauge transformations
confirm that it has acquired a charge. Rigidity of the Kondo phase is thus intimately related to the
formation of a composite charged fermion. The gauge invariant form for the energy dependence of
the Kondo effect on the Kondo phase ¢ must then be

Ex %(ﬁ,qﬁ — D)

From the coefficient of ®2, we see that the Kondo cloud has an intrinsic capacitance C = e%py
(E ~ C®?/2). But since the energy can also be written (enf)2/2C ~ U*n%./Z we see that the
stiffness of the Kondo phase can also be associated with an interaction between the f—electrons of
strength U*, where

U =C/e =p,

“Note that because A ~ d,¢, the phase stiffness is given by ps = 0*F/0%
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16.14 Mean-field theory of the Kondo Lattice
Diagonalization of the Hamiltonian

We can now make the bold jump from the single impurity problem, to the lattice. Most of the
methods described in the last subsection generalize very naturally from the impurity to the lattice:
the main difficulty is to understand the underlying physics. The mean-field Hamiltonian for the
lattice[11? ] takes the form

- V,V,
Hyrr = Z GIZCT;(,.CIQO. + Z (fszr‘//javn + Vuwf fl?f/}é‘ + /luftjarszv) + Nn( [j] 2 - /lnq) 5
Jja

ko

where n is the number of sites in the lattice. Notice, before we begin, that the composite f-state
at each site of the lattice is entirely local, in that hybridization occurs at one site only. Were the
composite f-state to be in any way non-local, we would expect that the hybridization of one f-
state would involve conduction electrons at different sites. We begin by rewriting the mean field
Hamiltonian in momentum space, as follows

A

~ 0
fo ke

where
. 1 . R
P = < 200 o™
4

is the Fourier transform of the f—electron field. The absence of k— dependence in the hybridization
is evident that each composite f—electron is spatially local. This Hamiltonian can be diagonalized

in the form
o+ \(Ex. 0 \(ay V,V,
— i i r o’o
Hyrr = Z (a b ,;{T)( 0"* E;;) (b’;r) + Nn( T /l(,q)
where a;_and b7, are linear combinations of ¢";_and f7. , playing the role of “quasiparticle op-

erators” of the theory and the momentum state eigenvalues E; of this Hamiltonian are determined
by the condition

(g Vo)l
Det[Ekil (Vn Ao)] 0,

which gives

o—

€E+/lg

E

(16.44)

€& — A\
A (k2 ) +{Vf2

are the energies of the upper and lower bands. The dispersion described by these energies is shown
in Fig. 16.8 . A number of points can be made about this dispersion:
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Figure 16.8: (a) Dispersion produced by the injection of a composite fermion into the conduction
sea. (b) Renormalized density of states, showing “hybridization gap” (Ag). (c) Transformation of
the Fermi surface from a light electron Fermi surface into a heavy “hole”-like Fermi surface.

e We see that the Kondo effect injects new fermionic states into the the original conduction
band. Hybridization between the heavy electron states and the conduction electrons builds an
upper and lower Fermi band separated by a “hybridization gap” of width A, = E,(+)— Eg(-),
such that energies in the range

Eg(-) < E <A, + Eg(+)
2

VO
Eg() = d,z—2 (16.45)
D+

are forbidden. Here +D.. are the top and bottom of the conduction band. In the special case
where 4, = 0, corresponding to half filling, a Kondo insulator is formed.

e The effective mass of the Fermi surface has the opposite sign to the original conduction sea
from which it is built, so naively, the Hall constant should change sign when coherence de-
velops.

e The Fermi surface volume expands in response to the presence of the new heavy electron
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bands. The new Fermi surface volume now counts the total number of particles. To see this

note that
Nior = ) o) = Gy + e
kdo
where ngir = a'pigarie is the number operator for the quasiparticles and n. is the total

number of conduction electrons. This means

Vrs

Niot = N(27‘r)3

=Q+ne.

This expansion of the Fermi surface is a direct manifestation of the creation of new states by

the Kondo effect. It is perhaps worth stressing that these new states would form, even if the local moments were nuc

In other words, they are electronic states that have only depend on the rotational degrees of
freedom of the local moments.

The Free energy of this system is then
F _BE- Vv
v —TZln[l +e ﬁEkt] + ng (7 —/lq)
kx

Let us discuss the ground-state energy, E,- the limiting 7 — 0 of this expression. We can write this

in the form B
E, f . 4%
= E)E +|— — A
7 (E) 7 q

where we have introduced the density of heavy electron states p*(E) = X 6(E — El(;)). Now

the relationship between the energy of the heavy electrons (E) and the energy of the conduction

electrons (€) is given by
2

E=€¢+
E-2

so that the density of heavy electron states related to the conduction electron density of states p by
de V?
E)=p—=p|l+ ——= 16.46
PE)=pp p( (E—/l)z) (16.46)
The originally flat conduction electron density of states is now replaced by a “hybridization
gap”, flanked by two sharp peaks of width approximately mpV? ~ Tk. With this information, we
can carry out the integral over the energies, to obtain

E, D% f’ _ E 4%
==Ly | dEpvv——cu +[= -2
Noy 2 P E— T T

where we have assumed that the upper band is empty, and the lower band is partially filled. If we
impose the constraint % = (ny) — Q = 0 we obtain

(16.47)

A
—_g=0
A a
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so that the ground-state energy can be written
E, A Ae
=—1In 16.48
Nng « (anK ) ( )

where T = De_%ﬂ as before.

Let us pause for a moment to consider this energy functional qualitatively. The Free energy
surface has the form of “Mexican Hat” at low temperatures. The minimum of this functional will
then determine a familiy of saddle point values V = V,e, where 6 can have any value. If we
differentiate the ground-state energy with respect to V2, we obtain

2
0= l1n( A )
s nqTk

or

confirming that A ~ Tk.

Composite Nature of the heavy quasiparticle in the Kondo lattice.

‘We now turn to discuss the nature of the heavy quasiparticles in the Kondo lattice. Clearly, at an
operational level, the composite f—electrons are formed in the same way as in the impurity model,
but at each site, i.e ~

1 . V.

N s DV jol) — (7)fja(t)
This composite object admixes with conduction electrons at a single site- site j. The bound-state
amplitude in this expression can be written

v, 1
_lo_ ﬁ(f’(ﬁ,/,ﬂ) (16.49)

J

To evaluate the contributions to this sum, it is useful to notice that the condition E/0V = 0 can be

written
1 0E Vo, 1
— = 0=-"24+_— 4
Nav, 7 TN e
Vo E
= —+V, dEp—— 16.50
v, f; T (16.50)
where we have used (16.47) to evaluate the derivative. From this we see that we can write
V, 1 A
- = -V, f dEp +—
J D E-21 (E-2)?
Ae
= —Vph [5] (16.51)
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It is clear that as in the impurity, the composite f—electrons in the Kondo lattice are formed from
high energy electron states all the way out to the bandwidth. In a similar fashion to the impurity,
each decade of energy between Tx and D contributes equally to the overall bound-state amplitude.
The above expression only differs from the corresponding impurity expression (16.36) at low en-
ergies, showing that low energy electrons play a comparatively unimportant role in forming the
composite heavy electron. It is this feature that permits a dense array of composite fermions to
co-exist throughout the crystal lattice.

These composite f—electrons admix with the conduction electrons to produce a heavy electron
band with a density of states given by (16.46),

o de V2
P(E)fpde*P(l +m)

which becomes
« 9
0O=p+—
pr0)=p Tr
at the Fermi energy. The mass enhancement of the heavy electrons is then

m’ a 4D

m /)T]( T](

This large factor in the effective mass enhancement can be as much as 1000 in the most severely
renormalized heavy electron systems.

Consequences of mass renormalization

The effective mass enhancement of heavy electrons can be directly observed in a wide range of
experimental quantities including

e The large renormalization of the linear specific heat coefficient y* ~ %y and Pauli suscepti-
bility y* ~ Zy.

o The quadratic temperature (“ A” ) coefficient of the resistivity. At low temperatures the re-
sistivity of a Fermi liquid has a quadratic temperature dependence, p ~ p, + AT?, where

12
A~ (F)
imate constancy of the ratio A/y? in heavy fermion systems is known as the “Kadowaki-
Woods” relation.[12]

-\2
~ (’,"7) ~ % is related to the density of three-particle excitations. The approx-

e The renormalization of the effective mass as measured by dHVA measurements of heavy
electron Fermi surfaces.[? 2 ? ]

e The appearance of a heavy quasiparticle Drude feature in the frequency dependent optical
conductivity o-(w). (See discussion below).
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Figure 16.9: Separation of the optical sum rule in a heavy fermion system into a high energy “inter-
band” component of weight > ~ ne?/m and a low energy Drude peak of weight fi ~ ne®/m*.

The optical conductivity of heavy fermion metals deserves special discussion. According to the
f-sum rule, the total integrated optical conductivity is determined by the plasma frequency

0 2
f Lorw=ri=2 (K)
b 7 2\ m

where 7 is the density of electrons. > In the absence of local moments, this is the total spectral
weight inside the Drude peak of the optical conductivity.

The f-sum rule is a statement about the instantaneous, or short-time diamagnetic response of the metal. At short
times dj/dt = (ne®/m)E, so the high frequency limit of the conductivity is o(w) = % L But using the Kramer’s

“m -iw
Kronig relation
dx  o(x)
o(w) = —_—

inx—w-id

1 [d
“l) =577 f S0

so that the short-time diamagnetic response implies the f-sum rule.

at large frequencies,
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What happens to this spectral weight when the heavy electron fluid forms? Whilst we expect
this sum rule to be preserved, we also expect a new “quasiparticle” Drude peak to form in which

n€2

f dwo@) = 5= = i

In other words, we expect the total spectral weight to divide up into a tiny “heavy fermion” Drude
peak, of total weight f>, where

2 1
ow="
m* (7)1 —iw
separated off by an energy of order V ~ +/TgD from an “inter-band” component associated with
excitations between the lower and upper Kondo bands.[13, 14] This second term carries the bulk
~ fi of the spectral weight. (Fig. 16.9).

Simple calculations, based on the Kubo formula confirm this basic expectation,[13, 14] showing
that the relationship between the original relaxation rate of the conduction sea and the heavy electron
relaxation rate 7* is

-1 _ M1
@) == (16.52)
m

Notice that this means that the residual resistivity

*

oomt m

Po= e = nerr
is unaffected by the effects of mass renormalization. This can be understood by observing that
the heavy electron Fermi velocity is also renormalized by the effective mass, vj. = 2, so that the

mean-free path of the heavy electron quasiparticles is unaffected by the Kondo effect.
I =vpti = vt

This is yet one more reminder that the Kondo effect is local in space, yet non-local in time.
These basic features- the formation of a narrow Drude peak, and the presence of a hybridization
gap, have been seen in optical measurements on heavy electron systems[? 15? ]

16.1.5 Summary

In this lecture we have presented Doniach’s argument that the enhancement of the Kondo temper-
ature over and above the characteristic RKKY magnetic interaction energy between spins leads to
the formation of a heavy electron ground-state. This enhancement is thought to be generated by
the large spin degeneracies of rare earth, or actinide ions. A simple mean-field theory of the Kondo
model and Kondo lattice, which ignores the RKKY interactions, provides a unified picture of heavy
electron formation and the Kondo effect, in terms of the formation of a composite quasiparticle be-
tween high energy conduction band electrons and local moments. This basic physical effect is local
in space, but non-local in time. Certain analogies can be struck between Cooper pair formation,
and the formation of the heavy electron bound-state, in particular, the charge on the f—electron can
be seen as a direct consequence of the temporal phase stiffness of the Kondo bound-state. This
bound-state hybridizes with conduction electrons- producing a single isolated resonance in a Kondo
impurity, and an entire renormalized Fermi surface in the Kondo lattice.
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16.2 Exercises

1. (a) Using the identity n?{r = ny,, show that the atomic part of the Anderson model can be written in
the form

U U
Haomie = (Eg + 3ong + = |y = D =1, (16.53)
‘What happens when E; + U/2 = 0?
(b) Using the completeness relation
OO ML
—_—— ,—/2—
S

+m:|. S =1/2)

(ny =1y
show that the interaction can also be written in the form
U 2U
Haonic = (Eg + 5y = TSZ (16.54)

which makes it clear that the repulsive U term induces a “magnetic attraction” that favors formation of
a local moment.

(c) Derive the Hubbard Stratonovich decoupling for (16.54).

2. By expanding a plane wave state in terms of spherical harmonics:

(Xlk) = %" = 4x 3" i ji(kn) Y, (K) Vi (F)

Lm
show that the overlap between a state |y) with wavefunction (¥} = R(r)Y,(?) with a plane wave is

given by V(&) = (KIVIy) = V(K)Yiu(k) where

V(k) = 4ni”! f drr* V(rR(r) ji(kr) (16.55)

3. (i) Show thaté = cot™! (%) is the scattering phase shift for scattering off a resonant level at position
E,.

(ii) Show that the energy of states in the continuum is shifted by an amount —Aed(¢€)/r, where A€ is
the separation of states in the continuum.

(iii) Show that the increase in density of states is given by 06/9E = py(E). (See chapter 3.)
4. Generalize the scaling equations to the anisotropic Kondo model with an anisotropic interaction

Hi= Y a0t S (16.56)

el le .a=(x.y.2)

and show that the scaling equations take the form

Ja 3
-2 3
7 JpJep + O(J7),
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where and (a, b, ¢) are a cyclic permutation of (x, y, z). Show that in the special case where J, = J, =
J ., the scaling equations become

L 3
B(;I}D = —27.J.p+ O,
z — 2 3
amp = 2D+ oud). (16.57)

so that Jg — J? = constant. Draw the corresponding scaling diagram.

. Consider the symmetric Anderson model, with a symmetric band-structure at half filling. In this

model, the d® and d@” states are degenerate and there is the possibility of a “charged Kondo effect”
when the interaction U is negative. Show that under the “particle-hole” transformation

=
= —cfkl,

dy — dy

d,— —d', (16.58)
the positive U model is transformed to the negative U model. Show that the spin operators of the local
moment are transformed into Nambu “isospin operators” which describe the charge and pair degrees
of freedom of the d-state. Use this transformation to argue that when U is negative, a charged Kondo
effect will occur at exactly half-filling involving quantum fluctuations between the degenerate d° and
d? configurations.

. What happens to the Schrieffer-Wolff transformation in the infinite U limit? Rederive the Schrieffer-

Wolft transformation for an N-fold degenerate version of the infinite U Anderson model. This is
actually valid for Ce and Yb ions.

. Rederive the Nozieres Fermi liquid picture for an SU (N) degenerate Kondo model. Explain why this

picture is relevant for magnetic rare earth ions such as Ce>* or Yb>*.

. Check the Popov trick works for a magnetic moment in an external field. Derive the partition function

for a spin in a magnetic field using this method.

. Use the Popov trick to calculate the T-matrix diagrams for the leading Kondo renormalization diagra-

matically.

. Derive the formula (15.66) for the conductance of a single isolated resonance.

(a) Directly confirm the Read-Newn’s gauge transformation (16.41).
&F

(b) Directly calculate the “phase stiffness” py = =% of the large N Kondo model and show that at
T=0.
_ N (sin(rq)
=7 Tx |
(a) Introduce a simple relaxation time into the conduction electron propagator, writing
N V2
G(kyiw,)™" = iw, + isgn(w,)/27 + - (16.59)
iw, — A

Show that the poles of this Greens function occur at
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where

is the renormalized elestic scattering time.

(b) The Kubo formula for the optical conductivity of an isotropic one-band system is

304

Né? L, TI(v)
oM =3 2V,
where we have used the N fold spin degeneracy, and I1(v) is the analytic extension of

(iv,) =T Z Gk, i) [GE, iy, + ivy) = G, i)
n
where in our case, G(I?, iw,) is the conduction electron propagator. Using (16.59), and approxi-

mating the momentum sum by an integral over energy, show that the low frequency conductivity
of the large N Kondo lattice is given by
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