Diagrammatic $\lambda$ series for extremely correlated Fermi liquids
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A B S T R A C T

The recently developed theory of extremely correlated Fermi liquids (ECFL), applicable to models involving the physics of Gutzwiller projected electrons, shows considerable promise in understanding the phenomena displayed by the $t$–$J$ model. Its formal equations for the Greens function are reformulated by a new procedure that is intuitively close to that used in the usual Feynman–Dyson theory. We provide a systematic procedure by which one can draw diagrams for the $\lambda$-expansion of the ECFL introduced in Shastry (2011), where the parameter $\lambda \in (0, 1)$ counts the order of the terms. In contrast to the Schwinger method originally used for this problem, we are able to write down the $n$th order diagrams ($O(\lambda^n)$) directly with the appropriate coefficients, without enumerating all the previous order terms. This is a considerable advantage since it thereby enables the possible implementation of Monte Carlo methods to evaluate the $\lambda$ series directly. The new procedure also provides a useful and intuitive alternative to the earlier methods.
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1. Introduction

1.1. Motivation

The $t$–$J$ model is a model of fundamental importance in condensed matter physics, and is supposed to have the necessary ingredients to explain the physics of the high-temperature cuprates [1]. Its
Hamiltonian can be written in terms of the Hubbard $X$ operators as [2]

$$H = - \sum_{ij} t_{ij} X^\sigma_{i} X^\sigma_{j} - \mu \sum_{i} X^{\sigma\sigma}_{i} + \frac{1}{2} \sum_{ij} J_{ij} X^{\sigma\sigma}_{i} + \frac{1}{4} \sum_{ij\sigma\sigma'} J_{ij} [X^{\sigma\sigma\sigma\sigma'}_{i} X^{\sigma\sigma\sigma\sigma'}_{j} - X^{\sigma\sigma\sigma\sigma'}_{i} X^{\sigma\sigma\sigma\sigma'}_{j}].$$

(1)

The operator $X^{ab}_{ij} = |a\rangle \langle b|$ takes the electron at site $i$ from the state $|b\rangle$ to the state $|a\rangle$, where $|a\rangle$ and $|b\rangle$ are one of the two occupied states $|\uparrow\rangle$, $|\downarrow\rangle$, or the unoccupied state $|0\rangle$. In terms of electron operators $C, C^\dagger$, and the Gutzwiller projection operator $P_C$ that eliminates double occupancy, we may explicitly write $X^{\sigma\sigma}_{i} = P_C C^\dagger_i C_i$, and the expansion parameter takes the electron at site $i$ from the state $|0\rangle$ to the state $|a\rangle$, where $|a\rangle$ is the single-particle Green’s function, given by the expression

$$g^\sigma_{\sigma}(i, f) = - \langle T, X_{i}^{\sigma\sigma}(\tau_{i}) X_{f}^{\sigma\sigma}(\tau_{f}) \rangle,$$

(2)

as well as higher order dynamical correlation functions. Several novel approaches for computing these objects have been tried in literature [3–8], but it has been found difficult to impose the Luttinger–Ward volume theorem in a consistent way, while providing a realistic description of both quasiparticle peaks and background terms in the spectral function.

The essential difficulties in computing these objects are (1) the non-canonical nature of the $X$ operators, and hence the absence of the standard Wick’s theorem, and (II) the lack of a convenient expansion parameter. In the recently developed extremely correlated Fermi liquid theory (ECFL) [9–11], Shastry proposed a formalism which successfully resolves both difficulties. This formalism is based on Schwinger’s approach to field theory, which bypasses Wick’s theorem, and is more generally applicable than the Feynman approach that is fundamentally based upon Wick’s theorem. Building atop this powerful formalism, the ECFL theory consists of the following main ingredients:

- (1) The product ansatz, in which the physical Green’s function $g[i, f]$ is written as a product of the auxiliary (Fermi-liquid type) Green’s function $g[i, f]$, and a caparison function $\tilde{g}[i, f]$ (Eq. (9)). The former is a canonical, i.e. unprojected electron type Green’s function, while the latter is a dynamical correction, which arises fundamentally from the removal of double occupancy from the Hilbert space. This addresses the difficulty (I) above.

- (2) The introduction of an expansion parameter $\lambda \in (0, 1)$, which continuously connects the $t$–$J$ model with the free Fermi gas, and enables the formulation of a systematic expansion. This parameter is related to the extent to which double occupancy is removed, and has a close parallel to the semiclassical expansion parameter $\frac{1}{\lambda}$ arising in the expansion of spin $S$ (angular momentum) operators in terms of canonical Bosons [11].

In addition the detailed calculations require certain crucial steps

- (3) The introduction of a particle–number sum rule for the auxiliary Green’s function (Eq. (62)), fixing the number of auxiliary fermions to equal the number of physical fermions. This arises from requiring the charge of the particle to be unaffected by Gutzwiller projection, and is closely connected to the volume of the Fermi-surface of the physical fermions. In essence it ensures that the theory satisfies the Luttinger–Ward volume theorem [12, 13].

- (4) The introduction of the second chemical potential $u_0$, which ensures that $g[i, f]$ and $\tilde{g}[i, f]$ individually satisfy the shift invariance theorem [10], and together with the original chemical potential $\mu$, facilitates the fulfilling of the two particle–number sum rules.

In earlier work these ingredients are accomplished directly using the Schwinger equation of motion (EOM) for the $t$–$J$ model. In particular, the fundamental objects $g[i, f]$ and $\tilde{g}[i, f]$ are defined through their respective equations of motion, and the expansion parameter $\lambda$ is inserted directly into the equation of motion. The practical issue of computing objects to various orders in $\lambda$ is also accomplished by iterating the EOM order by order. The technical details are given in Refs. [9, 10], and are summarized in Section 2, facilitating a self contained presentation.

In recent papers, the $O(\lambda^{1/2})$ ECFL has been theoretically benchmarked using Dynamical Mean-Field Theory (DMFT) [14], Numerical Renormalization Group (NRG) calculations [15], and high-temperature series [16]. In all cases, the low order ECFL calculation compares remarkably well with these well established techniques. On the experimental side, a phenomenological version of ECFL which uses
agrammatic rules are consistent with those of to skeleton terms, but rather expand various objects in powers of starting from the Schwinger equations of motion. We avoid the use of dressed propagators (leading in quantum spin systems, where again the algebra of the basic variables is non-canonical.

We derive diagrammatic rules for the constituent objects $g[i, f]$ and $\bar{\mu}[i, f]$ respectively was successful in explaining the anomalous lines shapes of Angle-Resolved Photoemission Spectroscopy (ARPES) experiments [17]. Encouraged by this, higher order terms e.g. $O(\lambda^3)$ are of considerable interest in order to probe densities closer to the Mott limit than possible with the $O(\lambda^2)$ theories, and in this context the present work is relevant. In this paper, we develop a diagrammatic $\lambda$ expansion. This expansion allows one to calculate the Greens function and related objects to any order in $\lambda$ by drawing diagrams. These diagrams are reminiscent of those in the Feynman series [18, 19], although more complicated than the former. This extra complication stems from the non-canonical nature of the $X$-operators and the absence of Wick’s theorem. The diagrammatic formulation of the $\lambda$ series has the following advantages:

- It allows one to calculate the $n$th order contribution to any object by drawing diagrams directly for that order, without having to iterate the expressions from the previous orders. This not only allows for greater ease of computation of analytical expressions, but is also essential for powerful numerical series summation techniques, such as diagrammatic Monte Carlo [20]. Ultimately, it will allow the series to be evaluated to high orders in $\lambda$, whereas presently, only a second order calculation has been possible [21].
- It allows for the diagrammatic interpretation of the various objects in the theory such as the auxiliary Green’s function $g[i, f]$ and the caparison factor $\bar{\mu}[i, f]$. For example, one can see that the product ansatz (Eq. (9)) is a natural consequence of the structure of the $\bar{\mu}[i, f]$ diagrams. In particular, it is necessitated by the extra complexity introduced into the diagrams (over those of the Feynman series) by the projection of the double occupancy.
- It allows one to visualize the structure of the diagrams to all orders in $\lambda$, therefore facilitating diagrammatic re-summations based on some physical principle.

1.2. Results

The main result of the paper is the formulation of diagrammatic rules to calculate the Green’s function to any order in $\lambda$. More precisely, the rules state how to generate numerical representations (see Section 4.2), which are then converted into diagrams. A subset of these numerical representations (determined by a simple criterion) are in one-to-one correspondence with the standard Feynman diagrams. Therefore, the diagrams given here are a natural generalization of the Feynman diagrams. In this broader class of diagrams, we obtain a subset of numerical representations which are not in one-to-one correspondence with the resulting non-Feynman diagrams. In particular, two different numerical representations can lead to the same (non-Feynman) diagram. This occurs since in these non–Feynman diagrams, an interaction vertex can have more than two pairs of Green’s function lines exiting and entering it (e.g. Fig. 40g). However, the contributions of both numerical representations must be kept. We also discuss the relationship between ECFL and a formalism using the high-temperature expansion for the $t$–$J$ model due to Zaitsev and Izyumov [7,8] in Section 8, and make some connections in the following.

We find that a certain subset of the $\bar{\mu}[i, f]$ diagrams terminate with a self-energy insertion, rather than a single point, as in the case of the Feynman diagrams. This expresses the diagrammatic necessity for the factorization of $\bar{\mu}$ into $g$ and $\bar{\mu}$. These are in turn expressed in terms of the two self-energies $\Phi$ and $\Psi$. It is interesting that within the Zaitsev–Izyumov [7,8] formalism, a two self-energy structure for the Green’s function is necessary for the exact same reason. The fact that the two self-energy structure comes from three independent approaches, the $\lambda$ expansion, the high-temperature expansion, and the factorization of the Schwinger EOM, shows that it is the correct representation of the Green’s function for this model. In addition, as already reported in Ref. [11], the Dyson–Maleev approach developed by Harris, Kumar, Halperin and Hohenberg [22] also leads to a similar two self energy scheme in quantum spin systems, where again the algebra of the basic variables is non-canonical.

We derive diagrammatic rules for the constituent objects $g$, $\bar{\mu}$, $\Phi$, and $\Psi$ from their definitions, starting from the Schwinger equations of motion. We avoid the use of dressed propagators (leading to skeleton terms), but rather expand various objects in powers of $\lambda$ directly. The fact that these diagrammatic rules are consistent with those of $g$ and the product ansatz serves as an independent
proof of the rules given for \( \bar{g} \). We find that \( \Phi \) consists of two independent pieces. The first can be obtained by adding a single interaction line to the terminal point of a \( \Psi \) diagram, while the second one is completely independent of \( \Psi \). We denote the second piece by the letter \( \chi \), which leads to the relation \( \Phi(\vec{k}, \omega_k) = \epsilon_\vec{k} \Psi(\vec{k}, i\omega_k) + \chi(\vec{k}, i\omega_k) \) in momentum space. In a previous work by the same authors [23], we showed directly from the Schwinger equations of motion, that in the limit of infinite spatial dimensions, \( \Phi(\vec{k}, \omega_k) = \epsilon_\vec{k} \Psi(i\omega_k) + \chi(i\omega_k) \). Here, using the diagrammatic \( \lambda \) expansion, we show that this relationship continues to make sense in finite dimensions. In going from finite to infinite dimensions, we lose momentum dependence so that \( \Psi(\vec{k}, i\omega_k) \to \Psi(i\omega_k) \) and \( \chi(\vec{k}, i\omega_k) \to \chi(i\omega_k) \). We also derive the Schwinger EOM defining the object \( \chi \) in finite dimensions.

We derive diagrammatic rules for the three point vertices \( \Lambda \) and \( \mathcal{U} \), defined as functional derivatives of \( g^{-1} \) and \( \bar{\mu} \) (Eq. (11)). Diagrammatically, their relationship to \( \Phi \) and \( \Psi \) is seen to be consistent with the Schwinger equations of motion (Eq. (10)). We also derive a generalized Nozières relation for these vertices, which differs from the standard one for the three-point vertices of the Feynman diagrams. We introduce the concept of a skeleton diagram into our series. This enables us to make the rather subtle connection between our diagrammatic approach for the \( \lambda \) expansion, and the iterative one used previously. Finally, we use our diagrammatic approach to derive analytical expressions for the third order skeleton expansion of the objects \( g \) and \( \bar{\mu} \), whereas previously only the second order expressions had been derived via iteration of the equations of motion.

1.3. Outline of the paper

In Section 2, we begin by reviewing the ECFL formalism from Refs. [9] and [10] in the simplified case of \( J = 0 \). In Section 3, we introduce the \( \lambda \) expansion diagrams in a heuristic way, drawing an analogy with the standard Feynman diagrams. In Section 4, we derive the rules for drawing and evaluating the bare diagrams for \( \bar{g} \) to each order in \( \lambda \). We also draw and evaluate the first and second order bare diagrams for \( \bar{g} \). In Section 5, we derive the diagrammatic rules for the constituent objects \( g, \bar{\mu}, \Phi, \Psi, \chi, \nu, \Lambda \), and \( \mathcal{U} \). We also show how to evaluate diagrams in momentum space. We then introduce skeleton diagrams into the series, and complete the full circle by relating our diagrammatic approach to the \( \lambda \) expansion to the original iterative one reviewed in Section 2. In Section 6, we review the ECFL formalism [9,10] with \( J \neq 0 \), and introduce \( J \) into our diagrammatic series. In Section 7, we compute the skeleton expansion to third order in \( \lambda \) for the objects \( g \) and \( \bar{\mu} \). We also discuss the high-frequency limit of \( \bar{g} \) to each order in the bare and skeleton expansions, as well as the “deviation” of the \( \lambda \) series from the Feynman series. Finally, in Section 8, we discuss the connection between the ECFL and the Zaitsev–Izyumov formalism for the high-temperature expansion of the \( t-J \) model.

2. ECFL equations of motion and the \( \lambda \) expansion

The Greens function is the fundamental object in this theory and is defined as usual by

\[
\bar{g}_{\sigma_i,\sigma_f}[i,f] = \langle \langle X_i^{\sigma_i} X_f^{\sigma_f} \rangle \rangle = -\frac{1}{Z[\mathcal{V}]} \text{tr} \ e^{-\beta H} T_f \left( e^{-A} X_i^{\sigma_i} (\tau_i) X_f^{\sigma_f} (\tau_f) \right),
\]

where \( \mathcal{A} = \sum_j \int_0^{\beta} \mathcal{X}^{\sigma_i} (\tau') \mathcal{Y}^{\sigma_f} (\tau') d\tau' \), is the additional term in the action due to the Bosonic source \( \mathcal{V}_i \equiv \mathcal{V}_i(\tau_i) \), included in the partition functional \( Z[\mathcal{V}] = \text{tr} \ e^{-\beta H} T_f e^{-\mathcal{A}} \). The angular brackets represent averages over the distribution in Eq. (3). The function \( \bar{g} \) satisfies the Schwinger equation of motion for the \( t-J \) model as derived in Refs. [9], [10], and [2].

\[
\left\{ \left[ (\partial_{\tau_i} - \mu) \delta[i,j] - t[i,j] \right] \delta_{\sigma_1,\sigma_2} + \gamma_{\sigma_1,\sigma_2}[i,j] \right\} \bar{g}_{\sigma_i,\sigma_f}[j,f] = -\delta[i,f] \delta_{\sigma_1,\sigma_2} + \lambda \delta[i,j] \gamma_{\sigma_1,\sigma_2}[i] - \lambda t[i,j] \gamma_{\sigma_1,\sigma_2}[i] \bar{g}_{\sigma_2,\sigma_2}[j,j] + \lambda t[i,j] \bar{g}_{\sigma_1,\sigma_2}[j,j] + \frac{1}{2} \lambda^2 [i,j] \left( \gamma_{\sigma_1,\sigma_2}[j] \bar{g}_{\sigma_2,\sigma_2}[i,f] - \sigma_1 \sigma_2 \delta_{\sigma_1,\sigma_2} \bar{g}_{\sigma_2,\sigma_2}[i,f] \right),
\]

for each order in the bare and skeleton expansions, as well as the “deviation” of the \( \lambda \) series from the Feynman series. Finally, in Section 8, we discuss the connection between the ECFL and the Zaitsev–Izyumov formalism for the high-temperature expansion of the \( t-J \) model.
where the bold repeated indices are summed over. The functional derivative takes place at time \((\tau_i^+)\), and we have used the notation \(\delta[i, m] = \delta_{i,m}(\tau_i - \tau_m)\), \(t[i, m] = t_i,m\delta(\tau_i - \tau_m)\), and \(\gamma_\alpha,\sigma[i] = \sigma_1\sigma_2 g \delta_{\alpha,\sigma}[i, i^+]\).

We next outline how one obtains the above equation of motion from the definition Eq. (3). We take a time derivative \(\partial_{\tau_i}\) of Eq. (3), yielding several terms. We start with a simple contribution, namely the time derivative of the \(\phi(\tau_i - \tau_j)\), which involves the anticommutator

\[
\{X_i^0\sigma, X_j^{\sigma_0}\} = \delta_{ij} \left( \delta_{\alpha,\sigma} - \lambda \sigma_1 \sigma_2 X_i^\alpha \right).
\]

(5)

strictly speaking with \(\lambda = 1\). We use the anticommutator, generalized as above by introducing the parameter \(\lambda \in [0, 1]\), so that the result interpolates smoothly between the canonical value \(\lambda = 0\) and the fully Gutzwiller projected value \(\lambda = 1\). This process is fundamental to obtaining the \(\lambda\) expansion. From this, we get

\[
\delta_{ij} \partial(\tau_i - \tau_j) \left( \delta_{\alpha,\sigma} - \lambda \sigma_1 \sigma_2 X_i^\alpha \right) \right).
\]

(6)

This is expressed back in terms of the Greens function by writing \(\langle X_i^\alpha \rangle \rightarrow g \delta_{\alpha,\sigma}[i, \tau_i, \tau_i^+] = \sigma_1 \sigma_2 \gamma_{\alpha,\sigma}[i]\), and thus to the first two terms on the right hand side of Eq. (4).

Another contribution arises from the \(\tau_i\) dependence in the lower and upper limits of the time integrals in the expression

\[
T_i e^{-\varepsilon_i x_{i0}^0} = e^{-\sum \int_i \xi_i x_i^0 (t') \phi_i^0 (t') dt'} X_{i0}^0 (\tau_i) e^{-\sum \int_{j=1}^{n} \xi_j x_j^0 (t') \phi_j^0 (t') dt'} \left( \sum \int_i \xi_i x_i^0 (t') \phi_i^0 (t') dt' \right).
\]

(6)

involving the equal time commutator

\[
\sum \int_i \phi_i^0 (t') \phi_i^0 (t') dt' \sum \int_j \phi_j^0 (t') \phi_j^0 (t') dt' \sum \int_i \phi_i^0 (t') \phi_i^0 (t') dt' \sum \int_j \phi_j^0 (t') \phi_j^0 (t') dt'.
\]

(6)

This leads to the third term in the left hand side of Eq. (4).

The non trivial term is obtained when the \(\partial_{\tau_i} X_i^0 (\tau_i)\) is evaluated from the Heisenberg equation of motion \([H, X_i^0]\) and the fundamental anticommutator Eq. (5) yielding

\[
[X_i^{0\sigma}, H] = -\mu X_i^{0\sigma} - t_i X_i^{0\sigma} \lambda \sum_{\rho \neq i} \tau_{ij} (\sigma, \rho) X_i^{\rho \sigma} X_j^{0 \rho} X_i^{0 \sigma} - 2 \frac{\lambda}{2} \sum_{i \neq j} \tau_{ij} (\sigma, \rho) X_i^{\rho \sigma} X_j^{0 \rho} X_i^{0 \sigma}.
\]

(7)

Note that the \(J\) term has an almost identical structure to the \(t\) term, with \(i \leftrightarrow j\). The term involving \(J\) actually does not come with the external \(\lambda\), we introduce it so that the \(\lambda = 0\) limit is the Fermi gas. (This is permissible since we are finally interested in the limit \(\lambda = 1\).) A higher order Greens function \(\langle X_i^{\sigma_0} (\tau_i) X_j^{0 \sigma} (\tau_i), X_j^{0 \sigma} (\tau_i)\rangle\) is generated by the third term and a similar one by the fourth term. These are re-expressed in terms of the Greens function by using the identity due to Schwinger

\[
\langle X_i^{\sigma_0} (\tau_i) X_j^{0 \sigma} (\tau_i), X_j^{0 \sigma} (\tau_i)\rangle = \langle X_i^{\sigma_0} (\tau_i) X_j^{0 \sigma} (\tau_i) \rangle.
\]

(8)

Using again \(\langle X_i^{\sigma_0} (\tau_i)\rangle\), we obtain the last four terms on the right hand side of equation Eq. (4). For ease of presentation we will initially set \(J \rightarrow 0\) and reinstate it at a later stage.

As demonstrated in Ref. [9], the electron Green’s function \(g[i, f]\) can be factored via the following product ansatz:

\[
g[i, f] = g[i, j] \tilde{\mu}[i, f].
\]

(9)

where \(g[i, f]\) is the auxiliary Green’s function, \(\tilde{\mu}[i, f]\) is the caparison factor, all objects have been represented as \(2 \times 2\) matrices in spin space, and matrix multiplication has been indicated by a dot. \(g[i, f]\) and \(\tilde{\mu}[i, f]\) are defined by their respective Schwinger equations of motion.

\[
g^{-1}[i, m] = (\mu - \delta_{ij} - \nu_i) \delta[i, m] + \tau[i, m] (1 - \lambda \gamma[i]) - \lambda \Phi[i, m],
\]

\[
\tilde{\mu}[i, m] = (1 - \lambda \gamma[i]) \delta[i, m] + \lambda \Psi[i, m],
\]

\[
\Phi[i, m] = -t[i, j] \xi^* g[i, j] \Lambda_i [n, m, i]; \quad \Psi[i, m] = -t[i, j] \xi^* g[i, j] \Lambda_i [n, m, i].
\]

(10)
These exact relations give the required objects \( \mathbf{g} \) and \( \tilde{\mu} \) in terms of the vertex functions. Here we also note that the local (in space and time) Green’s function \( \gamma[i] \), and the vertices \( \Lambda[n, m; i] \) and \( \mathbf{U}[n, m; i] \), are defined as

\[
\gamma[i] = \tilde{\mu}^{(k)}[n, i^+] \cdot \mathbf{g}^{(k)}[i, n]; \quad \Lambda[n, m; i] = -\frac{\delta}{\delta V_i} \mathbf{g}^{-1}[n, m]; \quad \mathbf{U}[n, m; i] = \frac{\delta}{\delta V_i} \tilde{\mu}[n, m],
\]

where we have used the notation \( M_{\alpha_1, \alpha_2}^{(k)} = \sigma_1 \sigma_2 M_{\sigma_2, \sigma_1} \) to denote the time reversed matrix \( M^{(k)} \) of an arbitrary matrix \( M \). These exact relations give the vertex functions in terms of the objects \( \mathbf{g} \) and \( \tilde{\mu} \).

The vertices defined above (\( \Lambda \) and \( \mathbf{U} \)) have four spin indices, those of the object being differentiated and those of the source. For example, \( \mathbf{U}_{\alpha_a \beta_b}^{(k)}[n, m; i] = \frac{\delta}{\delta V_i} \tilde{\mu}_{\sigma_1 \sigma_2} [n, m] \). In Eq. (10), \( \xi_{\sigma_a \sigma_b} = \sigma_a \sigma_b \), and the * indicates that these spin indices should also be carried over (after being flipped) to the bottom indices of the vertex, which is also marked with a *.

The top indices of the vertex are given by the usual matrix multiplication. An illustrative example is useful here: \( (\xi^* \mathbf{g}[j, n]. \mathbf{U}_{\alpha_a}[n, m; i])_{\sigma_1 \sigma_2} = \sigma_1 \sigma_a g_{\alpha_a \alpha_b} [j, n] \cdot \frac{\delta}{\delta V_i} \tilde{\mu}_{\sigma_b \sigma_2} [n, m] \).

The \( \lambda \) expansion is obtained by expanding Eqs. (10) and (11) iteratively in the continuity parameter \( \lambda \). The \( \lambda = 0 \) limit of these equations is the free Fermi gas. Therefore, a direct expansion in \( \lambda \) will lead to a series in \( \lambda \) in which each term is made up of the hopping \( t_{ij} \) and the free Fermi gas Green’s function \( \mathbf{g}^{(0)}[i, f] \). As is the case in the Feynman series, this can be reorganized into a skeleton expansion in which only the skeleton graphs are kept and \( \mathbf{g}^{(0)}[i, f] \rightarrow \mathbf{g}[i, f] \). However, one can also obtain the skeleton expansion directly by expanding Eqs. (10) and (11) in \( \lambda \), but treating \( \mathbf{g}[i, f] \) as a zeroth order (i.e. unexpanded) object in the expansion. This expansion is carried out to second order in Ref. [9]. In doing this expansion, one must evaluate the functional derivative \( \frac{\delta}{\delta V_r} \). This is done with the help of the following useful formula which stems from the product rule for functional derivatives.

\[
\frac{\delta \mathbf{g}[i, m]}{\delta V_r} = \mathbf{g}[i, x] \cdot \mathbf{A}[x, y, r] \cdot \mathbf{g}[y, m].
\]

Within the \( \lambda \) expansion, the LHS is evaluated to a certain order in \( \lambda \) by taking the vertex \( \Lambda \) on the RHS to be of that order in \( \lambda \).

3. Heuristic discussion of \( \lambda \) expansion diagrams

3.1. Numerical representations of Feynman diagrams

Before deriving the precise rules for the \( \lambda \) expansion diagrams, it is useful to have a heuristic discussion in which we compare them to the more familiar Feynman diagrams [18,19]. To this end, we introduce numerical representations for the standard Feynman diagrams. These numerical representations will then be generalized to generate the \( \lambda \) expansion diagrams.

Consider any Feynman diagram for the Green’s function \( \mathbf{g}[i, f] \) such as those displayed in Fig. 1. There is a unique path which runs between \( i \) and \( f \) which uses only Green’s function lines, not counting the interaction lines. We denote this as the zeroth Fermi loop. It is drawn in red in Fig. 1. We number the interaction lines which connect to the zeroth Fermi loop in the order in which they appear in this loop. This list of numbers (along with \( f \)) is placed in the top row of our numerical representation. In the case of both Figs. 1(a) and 1(b), it is

\[
1 \ 2 \ f.
\]

If the zeroth Fermi loop does not exhaust all of the Green’s function lines in the diagram, such as in Fig. 1(a), we proceed to the first Fermi loop. To identify the first Fermi loop, we find the interaction vertex with the highest number which connects to the zeroth Fermi loop with only one of its two sides. In this case, this is the interaction vertex labeled 2. The other side has one incoming line and one outgoing line. There is a unique path in the diagram which connects these two lines using only Green’s function lines, not interaction lines. This defines the first Fermi loop. It is drawn in blue in Fig. 1(a).
Fig. 1. Second order Feynman diagrams for $\bar{g}[i,f]$. The zeroth Fermi loop, which is the chain running from $i$ to $f$ is colored in red. In panel (a), the first Fermi loop is colored in blue. The numerical representation of the diagram in panel (a) is $1 2^{*} f; 2^{*} : 0_{1} f$, while that of the diagram in panel (b) is $1 2 1_{2} f$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. This Feynman diagram results from reversing the order of the subscripts in the numerical representation of the Feynman diagram in Fig. 1(b). Therefore, the numerical representation of this diagram is $1 2 2_{1} f$.

Since the interaction vertex 2 spawned the first Fermi loop, it is starred in the top row of the representation. We also include a lower row for the first Fermi loop. Therefore, the numerical representation of Fig. 1(a) now reads.

\[
1 2^{*} f \\
2^{*} : 0_{1} f.
\]

The second row, which represents the first Fermi loop, is labeled by $2^{*}$, since it was spawned by the second interaction vertex in the zeroth Fermi loop. The fact that only 0 and $f$ are present in the second row tells us that there were no interaction vertices introduced in the first Fermi loop. That is to say there are no interaction vertices which connect to the first Fermi loop, but not to the previous ones (in this case the zeroth Fermi loop). Finally, after all of the Fermi loops have been recorded, all nonzero integers which are not starred indicate the position of one side of an interaction vertex in a Fermi loop. We record the position of the other side as a subscript. Therefore, the complete numerical representation of Fig. 1(a) is

\[
1 2^{*} f \\
2^{*} : 0_{1} f.
\]

We can represent this in short as $1 2^{*} f; 2^{*} : 0_{1} f$, where the semi colon indicates the next line. The complete numerical representation of Fig. 1(b) is

\[
1 2 1_{2} f.
\]

Note that the order of appearance of the 1 and 2 as subscripts is important. Reversing them would yield the diagram in Fig. 2, which has the following numerical representation.

\[
1 2 2_{1} f.
\]

We now consider the slightly more complicated diagram in Fig. 3 to illustrate the scope of this approach. We will now show how the numerical representation of this diagram is derived. We first identify the zeroth Fermi loop, which is drawn in red in Fig. 3. The top row now reads

\[
1 2 3 4 f.
\]

In this case, the vertex with the highest number which connects to this loop with only one side is 4. Hence, 4 spawns another Fermi loop, and gets a star in the top row.

\[
1 2 3 4^{*} f.
\]
Fig. 3. Sixth order Feynman diagram. The zeroth, first, second, and third Fermi loops are drawn in red, blue, green, and turquoise respectively. Interaction vertices introduced in a particular Fermi loop are numbered in the same color as that loop. An interaction vertex is starred if it spawns a new Fermi loop. The numerical representation for this diagram is 1 2 3 4 f; 4* : 0 3 1 2 f; (4, 2)* : 0 (4, 1) f; 2* : 0 f. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

We identify this as the first Fermi loop. It is drawn in blue in Fig. 3. The numerical representation is modified to read

1 2 3 4* f
4* : 0 1 2 f.

Considering only the interaction vertices introduced in the first Fermi loop, we now search for the one with the highest number which connects to the first Fermi loop with one side, but whose other side is free, that is to say that it does not connect to any of the Fermi loops introduced thus far (zeroth and first). This is the interaction vertex 2. Hence, it gets a star, and spawns the second Fermi loop, which is drawn in green. The numerical representation now reads

1 2 3 4* f
4* : 0 1 2 f
(4, 2)* : 0 f.

Here, the ordered pair (4, 2) is used to distinguish the 2 in the first Fermi loop from the 2 in the zeroth Fermi loop, the latter being denoted simply as 2. The first number in the pair is 4 since the fourth interaction vertex in the zeroth Fermi loop spawned the first Fermi loop. Also note that no interaction vertices are introduced in the second Fermi loop, hence its row only has a 0 and an f. Therefore, we have arrived at the end of our first sequence of nested Fermi loops. We now take a step back in this sequence and return to the first Fermi loop. Considering only the interaction vertices introduced in the first loop with number less than 2, we search for the one with the highest number which connects with one side to the first Fermi loop, but whose other side is free (i.e. does not connect to the zeroth, first, or second Fermi loops). There is no such interaction vertex. Therefore, we take another step back in the sequence, and return to the zeroth Fermi loop. We find that the interaction vertex 2 connects to this loop with one side, but that the other side is free. Hence, 2 gets a star and spawns the fourth Fermi loop, which is drawn in turquoise. The numerical representation now reads

1 2* 3 4* f
4* : 0 1 2* f
(4, 2)* : 0 f
2* : 0 f.

Since there are no interaction vertices introduced in the fourth Fermi loop, we have arrived at the end of our second sequence of nested Fermi loops. We take a step back to the zeroth Fermi loop and find that there are no more interaction vertices introduced in this loop which have one side free. Since all of
the Fermi loops have been identified, as the final step, we must take the integers which are not starred, and place them in their final locations as subscripts. The complete numerical representation now reads

\[
\begin{align*}
1 \, \star & \quad 2 \, \star \quad 3 \, \star \quad 4 \, \star \quad f \\
4^* & : \quad 0 \, 3 \quad 1 \, 2^* \quad f \\
(4, 2)^* & : \quad 0 \quad (4, 1) \quad 1 \quad f \\
2^* & : \quad 0 \quad f.
\end{align*}
\]

If we now wanted to formulate a set of rules for generating the numerical representations obtained from the Feynman diagrams, they would be the following.

- (1) Write a row of integers 1 \ldots m f where \( m \geq 1 \), e.g.
  \[
 1 \, 2 \, 3 \, 4 \, f.
  \]

- (2) Assign a star to any of the integers in the row (f does not count as an integer), e.g.
  \[
 1 \, 2^* \, 3 \, 4^* \, f.
  \]

- (3) Every starred integer gives rise to a lower row. The \( i \)th lower row also consists of integers 0 \ldots m_i f, where \( m_i \geq 0 \), e.g.
  \[
 1 \, 2^* \, 3 \, 4^* \, f \\
 4^* & : \quad 0 \, 1 \, 2 \, f \\
2^* & : \quad 0 \, f.
  \]

- (4) In the lower rows, assign a star to any of the integers excluding 0, e.g.
  \[
 1 \, 2^* \, 3 \, 4^* \, f \\
 4^* & : \quad 0 \, 1 \, 2^* \, f \\
2^* & : \quad 0 \, f.
  \]

- (5) The integers starred in step 4 once again give rise to lower rows, etc. Continue this process until the last rows which you create have no starred integers, e.g.
  \[
 1 \, 2^* \, 3 \, 4^* \, f \\
 4^* & : \quad 0 \, 1 \, 2 \, f \\
(4, 2)^* & : \quad 0 \, f \\
2^* & : \quad 0 \, f.
  \]

- (6) Label each integer with a tuple (an ordered list of numbers) which traces that integer back to the first row through the starred integers. For example, the 0 in the third row would be labeled \((4, \, 2, \, 0)\).

- (7) Between any 2 consecutive integers of a row (including 0’s and f’s), one can place as subscripts an ordered list of tuples from the following set: all those corresponding to non-starred integers except 0 whose tuple can be obtained from the tuple of the smaller of the 2 consecutive integers in question, by taking the first \( k \leq l \) entries of this tuple (where \( l \) is the length of the tuple), and subtracting a non-negative integer from the last entry. For example, suppose that the two consecutive integers in question are the 2 and f of the second row. Then all tuples (corresponding to non-starred integers) eligible to be used as subscripts between them are: \((4, \, 1), \, 3, \, 1\). All non-starred integers (except 0’s) must be used exactly once in this way, e.g.
  \[
 1 \, 2^* \, 3 \, 4^* \, f \\
 4^* & : \quad 0 \, 3 \, 1 \, 2^* \, f \\
(4, 2)^* & : \quad 0 \quad (4, 1) \quad 1 \quad f \\
2^* & : \quad 0 \quad f.
  \]

If we think back to the order in which we generated Fermi loops (and hence the numerical representation) from a given Feynman diagram, we can see that it complies exactly with rule (7) stated above. Doing things in this way ensures that the mapping between Feynman diagrams and numerical representations is one-to-one.
3.2. Topologies of \( \lambda \) expansion diagrams

The exact rules for drawing diagrams for the \( \lambda \) expansion, as defined in Section 2 will be derived in Section 4. There, it will be shown that the \( \lambda \) expansion diagrams are constructed from the 2 elements displayed in Fig. 4. The one in panel (a) is a generalization of the Feynman interaction vertex, in which one of the sides can have any number of pairs of incoming and outgoing lines rather than just one pair. The one in panel (b) is a generalization of the terminal point \( f \) in a Feynman diagram. In the case of the Feynman diagrams, it is a single point, while in the case of a \( \lambda \) expansion diagram, it is a single point along with any number of pairs of incoming and outgoing lines. These extra lines come from the second term on the RHS of Eq. (17). This term, which itself comes from the anti-commutator of the \( X \)-operators in Eq. (2), and which is absent in the EOM of canonical theories, allows a diagram to close in on itself in an iterative expansion of the EOM.

In Fig. 5, we have drawn two of the simplest non-Feynman diagrams which can be made from these elements. The one in panel (a) has the following numerical representation.

\[
\begin{align*}
\texttt{f}^* & : 0 \ f^* \\
\texttt{f} & : 0 \ f.
\end{align*}
\]

The zeroth Fermi loop runs from the site \( i \) to the site \( f \) and is drawn in red. The site \( f \), which is the terminal point of the zeroth Fermi loop spawns the first Fermi loop, drawn in blue. The one in panel (b) has the following numerical representation.

\[
\begin{align*}
\texttt{1}^* & : 0 \ f^* \\
\texttt{1} & : 0 \ f \\
(1, f)^* & : 0 \ f.
\end{align*}
\]

Here, the interaction vertex 1, introduced in the zeroth Fermi loop (drawn in red) spawns the first Fermi loop (drawn in blue). Additionally, the terminal point of the first Fermi loop spawns the second Fermi loop (drawn in green).

The diagrams drawn in Fig. 5 are both valid \( \lambda \) expansion diagrams. However, as shown below, the allowed topologies of \( \lambda \) expansion diagrams do not include all of the possible ways of combining the two elements in Fig. 4, but rather only a subset of these. To see which subset, consider the plausible diagram displayed in Fig. 6(a), which is not an allowed \( \lambda \) expansion diagram. This diagram is obtained from the Fock diagram in Fig. 6(b) by adding a Fermi loop to the latter. The numerical representation for the diagram in Fig. 6(b) is

\[
\texttt{1} \texttt{1} \texttt{f}.
\]

We see that the point from which the first Fermi loop emanates in Fig. 6(a) is represented by a subscript in Fig. 6(b). Alternatively, using the terminology introduced in Section 3.1, the first Fermi loop
Fig. 6. The diagram in panel (a) is not allowed in the $\lambda$ expansion. This is because first Fermi loop emanates from a point which is represented by a subscript in the Fock diagram displayed in panel (b).

Fig. 7. A more elaborate version of the diagram in Fig. 6(a), which is also not allowed in the $\lambda$ expansion.

Fig. 8. A demonstration that unlike Feynman diagrams, $\lambda$ expansion diagrams are not in one-to-one correspondence with their numerical representations. In the diagram in panel (a), the interaction vertex 1 of the zeroth Fermi loop also connects to the first Fermi loop. In the diagram in panel (b), it connects to the second Fermi loop. The topologies of both diagrams, however, are identical. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

is spawned by the interaction vertex 1 of the zeroth Fermi loop. However, the other side of this interaction vertex is not free, but rather connects to the zeroth Fermi loop itself. This is not allowed. In fact, we shall find that when there are more than one pair of lines connected to a single point of an interaction vertex, each pair must both start and terminate a Fermi loop at that point, as in Fig. 5(b). Another diagram which is not an allowed $\lambda$ expansion diagram is drawn in Fig. 7.

Another feature of the $\lambda$ expansion diagrams is that they are not in one-to-one correspondence with their numerical representations. To see this, consider the diagrams drawn in Fig. 8. As usual, the zeroth, first, and second Fermi loops are drawn in red, blue, and green respectively. The diagram in (Fig. 8(a)) has the numerical representation

\[
1^{**} f \quad 2^{**} : 0_1 f^* \\
(2, f)^* : 0_1 f. 
\]

In words, this says that the interaction vertex 2 of the zeroth Fermi loop spawns the first Fermi loop. The interaction vertex 1 of the zeroth Fermi loop connects to the first Fermi loop. Finally, the terminal point of the first Fermi loop spawns the second Fermi loop. On the other hand, the diagram in (Fig. 8(b)) has the numerical representation

\[
1^{**} f \quad 2^{**} : 0 f^* \\
(2, f)^* : 0_1 f. 
\]

In this case, the interaction vertex 1 of the zeroth Fermi loop connects to the second Fermi loop rather than the first. We see that both of the above numerical representations lead to the same diagram, although they both have a contribution which must be accounted for.
Fig. 9. $t$-vertices in panel (a) versus $J$-vertices in panel (b) for the $\lambda$ expansion diagrams which are also Feynman diagrams. The corresponding lines are marked with corresponding letters.

Fig. 10. $t$-vertices in panel (a) versus $J$-vertices in panel (b) for the more general $\lambda$ expansion diagrams. The corresponding lines are marked with corresponding letters.

A final point to mention in this discussion of the $\lambda$ expansion diagrams is that when drawing the diagrams in real space, the vertex appropriate for the $t$-interaction differs from the one appropriate for the $J$-interaction. While this is derived rigorously from the EOM below, one can understand it by examining the relevant terms in the Hamiltonian (Eq. (1)). First, we examine the $t$-term. Writing the $X$ operators in terms of canonical creation and destruction operators, we obtain

$$- \sum_{ij\sigma} t_{ij} x_{ij}^\sigma x_{ij}^{\sigma\sigma} = - \sum_{ij\sigma} t_{ij} c_{i\sigma}^\dagger (1 - n_{i\bar{\sigma}}) c_{j\sigma} = - \sum_{ij\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + \sum_{ij\sigma} t_{ij} c_{i\sigma}^\dagger n_{i\bar{\sigma}} c_{j\sigma}. \quad (13)$$

Here, we have used the non-Hermitean mapping described in Ref. [11]

$$x_{ij}^\sigma 0 \rightarrow c_{i\sigma}^\dagger (1 - n_{i\bar{\sigma}}); \quad x_{ij}^{\sigma\sigma} \rightarrow c_{j\sigma}. \quad (14)$$

As discussed in Ref. [11], it is permissible to drop the projection from the destruction operator, since if the system starts in the subspace of no double occupancy, the unprojected destruction operator cannot take it out of this subspace. The second term on the RHS of Eq. (13) can be represented with the interaction vertex drawn in Fig. 9(a). Next, we examine the $J$ term. Since a spin flip operator or number operator cannot take the system out of the subspace of no double occupancy, the $X$ operators in the $J$ term can be replaced by their canonical counterparts. Therefore, written in terms of canonical operators, the $J$ term looks like

$$\frac{1}{2} \sum_{ij\sigma} J_{ij} n_{i\sigma} + \frac{1}{4} \sum_{ij\sigma_1\sigma_2} \{ J_{ij} c_{i\sigma_1}^\dagger c_{i\sigma_2} c_{j\sigma_1}^\dagger c_{j\sigma_2} - n_{i\sigma_1} n_{j\sigma_2} \}. \quad (15)$$

The first term amounts to a shift in the chemical potential $\mu$, while the second one leads to the interaction vertex drawn in Fig. 9(b). The corresponding lines between Figs. 9(a) and 9(b) have been marked with corresponding letters. Throughout the text, we shall sometimes use the term “Feynman diagrams” to refer to the $\lambda$ expansion diagrams formed solely from the interaction vertices in Fig. 9, and sometimes to refer to the usual Feynman diagrams [19,18]. It should be clear what we mean from the context. To obtain the more general $\lambda$ expansion diagrams, one must use the vertices drawn in Fig. 10. Once again, the corresponding lines have been marked with corresponding letters between the $t$-vertices in panel (a) and the $J$-vertices in panel (b). A $\lambda$ expansion diagram drawn in real space will of course have a mix of $t$-vertices and $J$-vertices. Luckily, when drawing the diagrams in momentum space, we can use only one type of vertex ($t$ or $J$). The details of this procedure are discussed in Section 6. To convert between “$t$-diagrams” and “$J$-diagrams”, we must rearrange every interaction vertex as indicated in Fig. 10. For example, the Hartree and Fock diagrams, when drawn
using $t$-vertices, appear as in Fig. 12(b) and Fig. 12(c) respectively. In this introductory section, we have used the more familiar $f$-vertices to construct our diagrams, while in the rest of the paper, we shall take the point of view of using the $t$-vertices. The counterparts of the diagrams drawn in Figs. 1(a), 1(b), 2, 5(b), and 8, are drawn in Figs. 17(g), 17(b), 17(c), 17(n), and 40(g) respectively.

To conclude this preliminary discussion, we point out that while it may be possible to define the $\lambda$ diagrams as all inequivalent ways of combining the elements displayed in Fig. 4 with some topological constraints, this definition would not have much practical value. It also would not tell us how to evaluate the diagram once we had drawn it. On the other hand, the numerical representations of the $\lambda$ expansion diagrams defined below are both easy to generate in a systematic manner, and easy to evaluate. In fact, one may argue that even for the standard Feynman diagrams, the definition in terms of the numerical representations presented in Section 3.1 is more useful than the usual one, since it gives a systematic way of generating, and a compact way of representing the diagrams.

4. Bare diagrammatic $\lambda$ expansion for $\mathcal{G}[i,f]$.

4.1. Integral equation of motion and the first order $\lambda$ expansion.

As can be seen from Eq. (4), the parameter $\lambda$ adiabatically connects the free Fermi gas at $\lambda = 0$ with the fully projected model at $\lambda = 1$. Therefore, in the bare $\lambda$ series for $\mathcal{G}$, to each order in $\lambda$, $\mathcal{G}[i,f]$ is expressed as a functional of the free Fermi gas, $\mathcal{G}^{(0)}[i,f]$ and the hopping $t_{\bar{i}j}$. In this section, we aim to derive a set of rules for drawing diagrams to compute the $n$th order contribution to the bare series for $\mathcal{G}[i,f]$. We do this by rewriting Eq. (4) as an integral equation, and then iterating this equation in $\lambda$. An analogous expansion is done for the first couple of orders of the Feynman series in Kadanoff and Baym in Ref. [24]. To this end, we rewrite Eq. (4) as

$$-g^{(0)}_{\sigma_1\sigma_2}[i,j]g_{\sigma_1\sigma_2}[j,f] = -\delta[i,j]\delta_{\sigma_1\sigma_2} + \lambda \times \delta[i,f] \gamma_{\sigma_1\sigma_2}[i] - \lambda \times t[i,j]\gamma_{\sigma_1\sigma_2}[i]g_{\sigma_1\sigma_2}[j,f]$$

$$+ \lambda \times t[i,j]\sigma_1\sigma_2 \frac{\delta}{\delta \gamma_{\sigma_1\sigma_2}} g_{\sigma_1\sigma_2}[j,f]. \quad (16)$$

where $g^{(0)}[i,f]$, the inverse of the free Fermi gas Green’s function is obtained by setting $\lambda = 0$ in Eq. (10). Rewriting Eq. (16), we obtain the following integral equation for $\mathcal{G}[i,f]$.

$$\mathcal{G}[\sigma_1\sigma_2][i,f] = g^{(0)}_{\sigma_1\sigma_2}[i,f] - \lambda \times g^{(0)}_{\sigma_1\sigma_0}[i,f]g_{\sigma_0\sigma_2}[j,f]$$

$$+ \lambda \times g^{(0)}_{\sigma_1\sigma_0}[i,k] \left( -t[k,j]g_{\sigma_0\sigma_2}[j,f]g_{\sigma_2\sigma_0}[k,f] + t[k,j]g_{\sigma_0\sigma_2}[j,f] \right). \quad (17)$$

This expression has considerable parallels to a similar expression for the (canonical) Hubbard model, with one exception, the second term on the RHS, (arising from the non-canonical nature of the X’s) has no counterpart in the canonical theory. If we drop this term, the series so generated is exactly the Feynman series.

We now proceed to draw the diagrams for the zeroth and first order contributions to $\mathcal{G}$. The zeroth order contribution to the Green’s function, which is given by the free Fermi gas $\mathcal{G}^{(0)}[i,f]$, is represented by the diagram in Fig. 11.

To obtain the first order contribution to $\mathcal{G}[i,f]$, we plug $\mathcal{G}^{(0)}[i,f]$ in for $\mathcal{G}'[i,f]$ in the RHS of Eq. (17). This leads to the three diagrams displayed in Fig. 12. The diagrams (a), (b), and (c) in Fig. 12 correspond to the three terms in the parenthesis on the RHS of Eq. (17) respectively. They correspond to the analytical expressions (a): $-\lambda \times g^{(0)}_{\sigma_1\sigma_0}[i,f]g_{\sigma_0\sigma_2}[j,f]$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Fig11.png}
\caption{The zeroth order contribution to the Green’s function: $g^{(0)}[i,f]$.}
\end{figure}
### 4.2. Rules for calculating the nth order contribution

By plugging in the first and zeroth order diagrams into the RHS of Eq. (17), we can obtain the second order diagrams. Using this iterative process, we can obtain diagrams for \( \mathcal{G} \) to any order in \( \lambda \). Moreover, by noticing the pattern in the iterative process, we can derive the rules for obtaining the \( n \)th order contribution to \( \mathcal{G} \) directly without calculating the lower order contributions. In the case of the Feynman diagrams, this is merely an alternate way of deriving the rules obtained from using Wick’s theorem. However, in the present case, in which the standard Wick’s theorem is not available, this derivation is essential in going from the EOM definition of the \( \lambda \) expansion introduced in Ref. [9] and the equivalent diagrammatic one developed here. We now present the diagrammatic rules for calculating the nth order contribution to \( \mathcal{G} \).

- (1) Write a row of consecutive integers followed by the letter \( f \), i.e. 1 \ldots mf, where \( m \geq 0 \) (if \( m = 0 \), we simply write \( f \), e.g.

\[
1 \ 2 \ 3 \ f.
\]

- (2) Give any number of stars (including no stars) to each these integers (including \( f \), e.g.

\[
1^{**} \ 2 \ 3 \ f^{*}.
\]

- (3) Each integer (including \( f \)) with \( p \) stars (\( p \geq 1 \)) gives rise to another row of integers which now starts with 0 (as opposed to 1), and which ends with an \( f \) with \( p - 1 \) stars. Each new row can have any number of integers between the 0 and the \( f \), each of which can have any number of stars, giving rise to further rows. 0 is not allowed to have any stars, e.g.

\[
1^{**} \ 2 \ 3 \ f^{*}
\]

\[
(1, 2)^{***} : 0 \ 1 \ 2 \ 3 \ f^{*}
\]

\[
(1, 2, f)^{*} : 0 \ 1 \ f^{*}
\]

\[
(1, 2, f, f)^{*} : 0 \ 1 \ f
\]

\[
(1, f)^{*} : 0 \ 1 \ f
\]

\[
f^{*} : 0 \ 1 \ 2 \ f.
\]

---

**Fig. 12.** The first order contribution to the Green’s function: \( \mathcal{G}^{(1)}[i, f] \). The diagrams in panels (a), (b), and (c) come from the first, second, and third terms on the RHS of Eq. (17), respectively.

(b): \( \lambda \sigma_{a} \sigma_{b} \mathcal{G}^{(0)}_{i \sigma_{i} \sigma_{a}} \mathcal{G}^{(0)}_{\sigma_{i} \sigma_{a}} \mathcal{G}^{(0)}_{\sigma_{a} \sigma_{f}} \mathcal{G}^{(0)}_{\sigma_{f} \sigma_{d}} [\tau_{i}, \tau_{a}, \tau_{a}^{\downarrow} \mathcal{G}^{(0)}_{\sigma_{a} \sigma_{f}} [\tau_{a}, \tau_{f}] \); and (c): \( -\lambda \sigma_{a} \sigma_{b} \mathcal{G}^{(0)}_{i \sigma_{i} \sigma_{a}} \mathcal{G}^{(0)}_{\sigma_{i} \sigma_{a}} \mathcal{G}^{(0)}_{\sigma_{a} \sigma_{f}} \mathcal{G}^{(0)}_{\sigma_{f} \sigma_{d}} [\tau_{i}, \tau_{a}, \tau_{a}^{\downarrow} \mathcal{G}^{(0)}_{\sigma_{a} \sigma_{f}} [\tau_{a}, \tau_{f}] \). In drawing the diagram in Fig. 12(c), we have used the Schwinger identity

\[
\frac{\delta \mathcal{G}^{(0)}_{\sigma_{a} \sigma_{b}} [i, f]}{\delta \mathcal{A}^{\sigma_{a} \sigma_{b}}_{i \sigma_{i} \sigma_{a}}} = -\mathcal{G}^{(0)}_{\sigma_{a} \sigma_{c}} [i, x] \frac{\delta \mathcal{G}^{(1)}_{\sigma_{c} \sigma_{d}} [x, y]}{\delta \mathcal{A}^{\sigma_{c} \sigma_{d}}_{i \sigma_{i} \sigma_{a}}} \mathcal{G}^{(0)}_{\sigma_{d} \sigma_{f}} [y, f] = \mathcal{G}^{(0)}_{\sigma_{a} \sigma_{c}} [i, r] \mathcal{G}^{(0)}_{\sigma_{c} \sigma_{d}} [r, f].
\]

(18)

In other words, the role of the functional derivative in the Eq. (17) is to pick a line in the diagram for \( \mathcal{G} \), e.g.

\( \mathcal{G}^{(0)}_{\sigma_{a} \sigma_{b}} [i, f] \), and to split it into two lines, one entering the point \( \mathcal{K} \), and the other one exiting it.

The reader would recognize that we bypassed the Wicks theorem, by utilizing instead the Schwinger identity Eq. (18).
Note that each integer in the above diagram is uniquely specified by a tuple which traces it back to the first row through the starred integers. For example, the number 1 in the fifth row corresponds to the tuple $(1, 2, f, f, 1)$.

- (4) Let $\nu$ be the total number of integers without stars excluding 0’s and $f$’s. Let $s_f$ be the total number of stars on the $f$ in the top row, and let $s$ be the total number of stars excluding those on $f$’s. Then the order $n$ must satisfy the relation $n = \nu + s_f + s$. In the above example, $\nu = 8$, $s_f = 1$, and $s = 5$. Therefore this a 14th order diagram.

- (5) Between any 2 consecutive integers of a row (including 0’s and $f$’s), one can place as subscripts in the following set: All those corresponding to non-starred integers (except 0’s and $f$’s) whose tuple can be obtained from the tuple of the smaller of the 2 consecutive integers in question, by taking the first $k \leq l$ entries of this tuple (where $l$ is the length of the tuple), and subtracting a non-negative integer from the last entry. We have taken $f$’s to be integers greater than all other integers in their respective rows. For example, suppose that the two consecutive integers in question are 1 and $f$ in the fifth row of the above diagram. Then all integers eligible to be used as subscripts between them are: $(1, 2, f, f, 1)$, $(1, 2, 1), \text{and } (1, 1)$. All non-starred integers (except 0’s and $f$’s) must be used exactly once in this way. E.g.

$$
\begin{array}{c}
1^{**} 2 3 3 2f^* \\
1^{**} : 0 1 2^{**} f^* \\
(1, 2)^{***} : 0 1 f^{**} \\
(1, 2, f)^{**} : 0 (1, 2, 1) f^* \\
(1, 2, f, f)^{*} : 0 1 (1, 2, f, 1) f \\
(1, f)^{*} : 0 1 (1, f, 1) (1, 1) f \\
f^{*} : 0 1 2 (f, 1) (f, 2) f.
\end{array}
$$

- (6) We use the numerical representation to draw the diagram in the following way. Each integer excluding 0’s and $f$’s corresponds to an interaction vertex shown in Fig. 13. The interaction vertices displayed in panels (a), (b), (c), and (d) correspond to 0, 1, 2, and 3 stars respectively on the integer in question. On the top right of each panel, we indicate how the spins contribute to the sign of the diagram. Note that when two outgoing or two incoming lines share the same spin label, this spin does not contribute to the sign of the diagram. For example, in panel (d) $\sigma_0$ do not contribute to the sign while $\sigma_2$ and $\sigma_c$ do not.

The $f$ in the top row corresponds to a terminal point shown in Fig. 14. The terminal points displayed in panels (a), (b), (c), and (d) correspond to 0, 1, 2, and 3 stars respectively on the $f$ in the top row. On the top right of each panel, we indicate how the spins contribute to the sign of the diagram. Note that the same general rule holds as in the case of the interaction vertices, except that now for the case of 1 or more stars, the spin $\sigma_2$ also contributes to the sign of the diagram. For the case of one or more stars, one can obtain the terminal points in Fig. 14 from the interaction vertices in Fig. 13 by removing the interaction line and the Green’s function line to the right of it, and making the substitution $\sigma_0 \rightarrow \sigma_2$. The interaction vertices displayed in Fig. 13 and the terminal points displayed in Fig. 14 continue to follow the same pattern for greater than three stars.

To actually draw the diagram, let us momentarily ignore the subscripts in our numerical representation, and correspondingly the Green’s function lines labeled by $\delta_a$ and $\delta_b$ in panel (a) of Fig. 13, (the case of 0 stars). Then the top row of the numerical representation corresponds to a chain of interaction lines connected to each other by Green’s function lines running from the point $i$ to the point $f$. The lower rows also correspond to a similar chain running from a single point back to itself. This is the point $k$ (displayed in panels (b), (c), and (d) in Fig. 13) on the interaction vertex corresponding to the starred integer which gives rise to this lower row. Thus, the number of such chains beginning and ending at a point of a particular interaction vertex is equal to the number of stars on the starred integer which corresponds to this vertex. For the example given above, following this procedure yields the intermediate diagram displayed in Fig. 15.

Finally, to put the subscripts back into the diagram, we break each chain at any place where there are subscripts between two consecutive vertices of the chain, and pass the chain through the (non-starred) vertices indicated by the subscripts in the order in which they are written, after
Fig. 13. Interaction vertices appearing in the diagrams. Panels (a), (b), (c), and (d) correspond to 0, 1, 2, and 3 stars on the number representing the interaction vertex, respectively. Note that the lines are broken into pairs based on spin. A pair of two incoming or two outgoing lines share opposite spins, while a pair of one incoming and one outgoing line share the same spin. Moreover, in the case of the former, the spin contributes to the sign of the diagram, while in the case of the latter, it does not. The contribution to the sign is written in the top right of each panel.

Fig. 14. Terminal point in the diagram corresponding to the \( f \) in the top row. Panels (a), (b), (c), and (d) correspond to 0, 1, 2, and 3 stars on the \( f \) in the top row, respectively. Same comments regarding spin apply as in Fig. 13. Note that in the case of one or more stars on the \( f \) in the top row, the line labeled by \( \bar{\sigma}_2 \) is outgoing. This is compensated by the fact there are two more lines entering the point \( f \) than exiting it.

which it resumes its original course. This is accomplished with the help of the two Green’s function lines labeled by \( \bar{\sigma}_a \) and \( \bar{\sigma}_b \) on the non-starred vertices, (displayed in panel (a) of Fig. 13), which were ignored in drawing the intermediate diagram in Fig. 15. The final diagram is displayed in Fig. 16.

Note that when drawing a vertex (or terminal point) with multiple stars, such as that displayed in Fig. 13(d), the lines \( \sigma_a \) and \( \sigma_c \) (incoming) correspond to the row with 2 stars on its \( f \), the lines \( \sigma_b \) (outgoing) and \( \sigma_d \) correspond to the row with 1 star on its \( f \), and the lines \( \sigma_{\bar{c}} \) (outgoing) and \( \bar{\sigma}_d \) correspond to the row with 0 stars on its \( f \). Therefore, in Fig. 16, on the point \( k \) corresponding to the vertex \( (1,2)^{***} \), the lines \( \sigma_m \) and \( \sigma_n \) (incoming) are part of the row \( (1,2)^{***} \) (3rd row) in the numerical representation, the lines \( \sigma_l \) (outgoing) and \( \sigma_o \) are part of the row \( (1,2,f)^{*} \) (4th row) in the numerical representation, and the lines \( \sigma_n \) (outgoing) and \( \bar{\sigma}_o \) are part of the row \( (1,2,f,f)^{*} \) (5th row) in the numerical representation.

• (7) Each solid line in the diagram contributes a non-interacting Green’s function, each wavy line contributes a hopping matrix element. An equal-time Green’s function is always taken to be \( g^{(0)}(\tau,\tau^+) \), i.e. the incoming (creation) line is given the greater time.

• (8) The total sign of the diagram is given by \((-1)^s(-1)^t(-1)^{\bar{s}_f-1} \times \) (sign from the spins), where in the case of \( s_f = 0, (-1)^{\bar{s}_f-1} = 1 \), and the way in which the spins contribute to the sign is indicated
Fig. 15. Intermediate step in the process of drawing the diagram corresponding to the numerical representation in step 5 of the rules. All of the interaction vertices are drawn in. To complete the diagram, we must split some of the Green's function lines through the unused points in the interaction vertices in a manner indicated by the numerical representation.

Fig. 16. Diagram corresponding to the numerical representation in step 5 of the rules.

Figs. 13 and 14. Therefore, the diagram in Fig. 16 has sign \((-1)^{14} (-1)^5 (-1)^0\) (sign from the spins)

\[= -\sigma_b \sigma_h \sigma_c \sigma_d \sigma_g \sigma_i \sigma_f \sigma_s \sigma_e \sigma_\tau \sigma_r \sigma_g \sigma_r \sigma_f \sigma_s \sigma_e \sigma_\tau \sigma_r \sigma_g \sigma_r \sigma_f \sigma_s \sigma_e \sigma_\tau \sigma_r \sigma_g \sigma_r \sigma_f \sigma_s \sigma_e \sigma_\tau \sigma_r \sigma_g \sigma_r \sigma_f \]  

- (9) Sum over internal sites and spins, and integrate over internal times.

According to the above rules, the contribution of the diagram drawn in Fig. 16 is

\[
\begin{align*}
&-\sigma_b \sigma_h \sigma_c \sigma_d \sigma_g \sigma_i \sigma_f \sigma_s \sigma_e \sigma_\tau \sigma_r \sigma_g \sigma_r \sigma_f \sigma_s \sigma_e \sigma_\tau \sigma_r \sigma_g \sigma_r \sigma_f \sigma_s \sigma_e \sigma_\tau \sigma_r \sigma_g \sigma_r \sigma_f \\
&\times g^{(0)}_{ia} \left[ \tau_i, \tau_a \right] g^{(0)}_{ab} \left[ \tau_a, \tau_b \right] g^{(0)}_{bc} \left[ \tau_b, \tau_c \right] g^{(0)}_{de} \left[ \tau_d, \tau_e \right] g^{(0)}_{eg} \left[ \tau_e, \tau_g \right] g^{(0)}_{ge} \left[ \tau_g, \tau_e \right] g^{(0)}_{eg} \left[ \tau_g, \tau_e \right] \\
&\times g^{(0)}_{cf} \left[ \tau_c, \tau_f \right] g^{(0)}_{gh} \left[ \tau_h, \tau_d \right] g^{(0)}_{jd} \left[ \tau_d, \tau_j \right] g^{(0)}_{kd} \left[ \tau_k, \tau_d \right] g^{(0)}_{la} \left[ \tau_l, \tau_a \right] g^{(0)}_{mg} \left[ \tau_m, \tau_g \right] g^{(0)}_{ep} \left[ \tau_e, \tau_p \right]
\end{align*}
\]
where all sites and times other than

The only exception to this line of reasoning is the zeroth spin loop, in the case when the all of the spins in a spin loop, we flip an even number of spins, and therefore do not change the sign of

number of each kind), and an arbitrary number which have one incoming line and one outgoing line.

plug these values into the analytical expression for the diagram. It is important to note that the reason

line labeled by

they have opposite spins if both lines of the pair are incoming or both are outgoing. Starting with the line exiting $i$, follow the path of Green's function lines created by the spin pairings until you reach the line labeled by $\sigma_2$ (or $\sigma_2$ if $f$ has one or more stars). These spins are all set by the value of $\sigma_1 = \sigma_2$, and therefore this is the zeroth spin loop. If not all of the lines have been used up by the zeroth loop, find a random line and follow the path created by the spin pairings to reach the line to which it is paired.

This is the first spin loop, etc. Continue to do this until you have used up all of the lines in the diagram.

Let $F_i$ denote the number of spin loops in the diagram. Then, the spin sum is $2F_i$. We emphasize that unlike the case of the standard Feynman diagrams, the spin loops of the $\lambda$ expansion diagrams do not coincide with the Fermi loops (where each row of the numerical representation can be thought of as a Fermi loop).

To determine the sign of the diagram, assign values to the spins in a manner consistent with the spin loops (i.e. the value of any one spin in the spin loop determines the values of all of them). Then, plug these values into the analytical expression for the diagram. It is important to note that the reason we can compute the spin sum and the sign independently, is that the choice we make for the values of the spins does not affect the sign of the diagram. To see this note that every spin loop consists of an even number of pairs that have either two incoming lines or two outgoing lines (since it has an equal number of each kind), and an arbitrary number which have one incoming line and one outgoing line. However, only the former contributes to the sign, while the latter does not (see Figs. 13 and 14). Moreover, each pair contributes a distinct spin and appears in exactly one spin loop. Therefore, by flipping all of the spins in a spin loop, we flip an even number of spins, and therefore do not change the sign of the diagram. The only exception to this line of reasoning is the zeroth spin loop, in the case when the terminal point $f$ has 1 or more stars (see Fig. 14). In this case, the zeroth spin loop must have one more pair where both lines are incoming than it has pairs where both lines are outgoing. This is due to the fact that in this case both the spins $\sigma_1$ and $\sigma_2$ exit the sites $i$ and $f$ respectively. It is also consistent with the fact that the terminal point $f$ now has one more pair with two incoming lines than two outgoing lines. Therefore, the spin pairs in the zeroth spin loop now contribute an odd number of spins. However, the spin $\sigma_2$ from the zeroth spin loop now also appears explicitly in the sign. Therefore, flipping all of the spins in the zeroth loop once again does not change the sign of the diagram. In Fig. 16, we find

$$\begin{align*}
\sigma_1 - \sigma_2 - \sigma_3 - \sigma_4 - \sigma_5 - \sigma_6 - \sigma_7 - \sigma_8 - \sigma_9 = 0 \quad \text{and} \\
\sigma_1 - \sigma_2 - \sigma_3 - \sigma_4 - \sigma_5 - \sigma_6 - \sigma_7 - \sigma_8 - \sigma_9 = 0
\end{align*}$$

where the parenthesis indicates that the spin does not contribute to the sign of the diagram. Therefore, $F_i = 3$. The loops contribute $(-1)^{5+0+1+2} = (-1)^8 = 1$ to the sign. Therefore, the final contribution of the diagram in Fig. 16 is

$$\begin{align*}
\mathbf{g}_{ik}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{j}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{k}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{l}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{m}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{n}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{o}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{p}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{q}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{r}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{s}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{t}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{u}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{v}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{w}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{x}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{y}^{(0)}[\tau_g, \tau_e] \mathbf{g}_{z}^{(0)}[\tau_g, \tau_e]
\end{align*}$$

where all sites and times other than $i$ and $f$, and $\tau_i$ and $\tau_f$ are summed/integerated over.
4.3. Second order contribution

Using the rules from Section 4.2, we draw the diagrams that contribute to $g[i,f]$ in second order in Fig. 17, and calculate their contributions below.

The contributions of these diagrams are:

(a) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17a]

(b) $2g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17b]

(c) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17c]

(d) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17d]

(e) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17e]

(f) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17f]

(g) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17g]

(h) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17h]

(i) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17i]

(j) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17j]

(k) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17k]

(l) $2g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17l]

(m) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17m]

(n) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17n]

(o) $g^{(0)}_{ia}[^{0}l_{ab}] [^{0}b_{cd}] _{dc}[^{0}c_{ef}] _{ef}[^{0}g_{ab}] [^{0}a_{ef}] _{ef}[^{0}i_{cd}]$ [Fig. 17o]

Fig. 17. The second order diagrams contributing to the Green's function: $g^{(2)}[i,f]$, and their corresponding numerical representations. Note that the diagrams (a) through (j) are the standard second order Feynman diagrams. The other diagrams are not.
We rewrite the EOM for made in Section 5.2. From the equations of motion for it is irreducible. Denote the irreducible part of if a diagram for it is obtained from the diagrams for second-self energy. We now proceed to define these two types of self-energies.

Comparing the iterative expansion of $g[i, f]$ through Eq. (17) with that of $g[i, f]$ through Eq. (19), we see that the terms in the parenthesis are identical in both expansions. However, the second term on the RHS of Eq. (17), missing in Eq. (19), allows a Green’s function diagram to close on itself in the iterative expansion, merging the initial point $i$ and the terminal point $f$. Such a diagram must necessarily have more than one line connected to its terminal point, and therefore at least one star on the $f$ in the top row. Therefore, the diagrams for $g[i, f]$ are the subset of the diagrams for $g[i, f]$ which have no stars on the $f$ in the top row. In Fig. 17, these are diagrams (a) through (j), and diagram (n).

We shall now prove, starting with the equations of motion in Eq. (10), the observations already made in Section 5.1, that

$$\tilde{\mu}[i, f] = \delta[i, f] + \Sigma_b^*[i, f]; \quad g^{-1}[i, f] = g^{-1(0)}[i, f] - \Sigma_b^*[i, f].$$

This is equivalent to showing that

$$\Sigma_b^*[i, f] = -\lambda \gamma[i]\delta[i, f] + \lambda \Phi[i, f]; \quad \Sigma_b^*[i, f] = \lambda \gamma[i]\delta[i, f] + \lambda \Phi[i, f].$$

We rewrite the EOM for $\tilde{\mu}[i, f]$ (Eq. (10)) in expanded form.

$$\tilde{\mu}_{\sigma_1\sigma_2}[i, f] = (\delta_{\sigma_1\sigma_2} - \lambda \sigma_1 \sigma_2 g_{\sigma_2\sigma_1}[i, i^+] \delta[i, f] + \lambda \Psi_{\sigma_1\sigma_2}[i, f]$$

$$\psi_{\sigma_1\sigma_2}[i, f] = -t[i, j] \sigma_1 \sigma_2 g_{\sigma_2\sigma_1}[j, n] \delta[i, f] - t[i, j] \sigma_1 \sigma_2 g_{\sigma_2\sigma_1}[j, n] \delta[i, f].$$

5.1. Introduction of the two self-energies

We next consider the auxiliary Green’s function $g[i, f]$. Using Eq. (10) for $g^{-1}[i, f]$, we can write the analog of Eq. (17) for $g[i, f]$.

$$g_{\sigma_1, \sigma_2}[i, f] = g^{(0)}_{\sigma_1, \sigma_2}[i, f]$$

$$-\lambda g^{(0)}_{\sigma_1, \sigma_2}[i, k] \left( -t[k, j] \sigma_b \sigma_a g_{\sigma_2, \sigma_1}[k, k^+] g_{\sigma_2, \sigma_2}[j, f] + t[k, j] \sigma_b \sigma_a \frac{\delta}{\delta \varphi_{\sigma_2, \sigma_1}} g_{\sigma_2, \sigma_2}[j, f] \right). \tag{19}$$

5.2. $g^{-1}$ and $\tilde{\mu}$

We shall now prove, starting with the equations of motion in Eq. (10), the observations already made in Section 5.1, that

$$\tilde{\mu}[i, f] = \delta[i, f] + \Sigma_b^*[i, f]; \quad g^{-1}[i, f] = g^{-1(0)}[i, f] - \Sigma_b^*[i, f].$$

This is equivalent to showing that

$$\Sigma_b^*[i, f] = -\lambda \gamma[i]\delta[i, f] + \lambda \Phi[i, f]; \quad \Sigma_b^*[i, f] = \lambda \gamma[i]\delta[i, f] + \lambda \Phi[i, f].$$

We rewrite the EOM for $\tilde{\mu}[i, f]$ (Eq. (10)) in expanded form.

$$\tilde{\mu}_{\sigma_1\sigma_2}[i, f] = (\delta_{\sigma_1\sigma_2} - \lambda \sigma_1 \sigma_2 g_{\sigma_2\sigma_1}[i, i^+] \delta[i, f] + \lambda \Psi_{\sigma_1\sigma_2}[i, f]$$

$$\psi_{\sigma_1\sigma_2}[i, f] = -t[i, j] \sigma_1 \sigma_2 g_{\sigma_2\sigma_1}[j, n] \delta[i, f] - t[i, j] \sigma_1 \sigma_2 g_{\sigma_2\sigma_1}[j, n] \delta[i, f].$$

20
Fig. 19. Schematic representation for a Green's function diagram with only the number $f^{*} \sim g$ in the top row. Upon removing the incoming external line, it contributes to $\Sigma^{*}_{b}(i, f)$.

We now proceed to prove the first of Eq. (20) using induction in $\lambda$. The lowest order contribution to $\Sigma^{*}_{b}(i, f)$ comes from diagram (a) in Fig. 12. Removing the incoming external line, we obtain $\Sigma^{(1)}_{b}(i, f) = -\lambda \sigma_{12} [i, f] \bar{g}^{(0)}_{b} \delta[i, +]$. Using Eq. (22) to obtain the first order contribution to $\Sigma^{(1)}_{b}(i, f)$, we get $\lambda (\sigma_{1})^{2} \bar{g}_{\sigma_{2} \sigma_{1}}^{(1)} [i, f]$. Clearly, these two are equal, and we have that $\Sigma^{(1)}_{b}(i, f) = \Lambda(i, f)$.

Now consider the $m$th order $\Sigma^{(m)}_{b}(i, f)$. This will be obtained from the corresponding $m$th order $\bar{g}_{b}(i, f)$ diagram upon dropping the incoming external line. If in the numerical representation for this $\bar{g}_{b}(i, f)$ diagram, there are no numbers other than $f^{*} \sim g$ in the top row (e.g. panels (o), (p), and (q) in Fig. 17), then the contribution of this diagram to $\bar{g}_{b}(i, f)$ is $\bar{g}_{b}(i, f) = -\lambda \sigma_{12} g^{(m-1)}_{b} [f, f^{*}]$ (see Fig. 18). The resulting contribution to $\Sigma_{b}$, which we shall denote by $\Sigma^{(m)}_{b}$, is

$$\Sigma^{(m)}_{b}(i, f) = -\lambda \sigma_{12} \bar{g}^{(m-1)}_{b} [f, f^{*}] \delta[i, f]. \quad (23)$$

Alternatively, there are numbers other than $f^{*} \sim g$ in the top row of the numerical representation of the corresponding $m$th order $\bar{g}_{b}(i, f)$ diagram. Then the top row reads $1 \ldots f^{*} \sim g$ (e.g. panels (k) through (m) of Fig. 17). In this case, we know that for the resulting $\Sigma_{b}(i, f)$ diagram to be irreducible, i.e. for it to contribute to $\Sigma_{b}(i, f)$, the number 1 in the top row should not be starred. Therefore, we can represent the diagram schematically as in Fig. 19. This representation is obtained as follows. If we consider just the part of the diagram between the points $j$ and $f$, we know that a line in this part of the diagram (denoted in Fig. 19 by the letter s) is split by the point $k$. If we restore s by removing the lines labeled by $\sigma_{0}$ and $\sigma_{2}$ from the point $k$, then the part of the diagram running from $j$ to $f$ is a Green’s function diagram which contributes to $g^{(m)}_{j, n}$.$\Sigma^{(m)}_{b}(i, f)$ (since the $f$ has at least one star on it). However, the line $s$ cannot be contained in the $g^{(m)}_{j, n}$ part of the diagram (represented in Fig. 19 by a double line), since then the resulting $\Sigma_{b}$ (of the overall diagram) would be reducible. Therefore it must be contained in the $\Sigma^{(m)}_{b}(i, f)$ part of the diagram. The analytical expression for the diagram in Fig. 19 is

$$-\lambda g^{(m-1)}_{b} [i, f] t[k, j] \sigma_{0} \sigma_{2} g^{(m)}_{\sigma_{0} \sigma_{2}} [j, n] = \delta_{\gamma^{(m-1)}_{b} \sigma_{0} \sigma_{2}} \Sigma^{(m)}_{b}(i, f). \quad (24)$$

Removing the incoming external line, and using the inductive hypothesis, we obtain the contribution of these types of diagrams to $\Sigma^{*}_{b}(i, f)$, which we shall denote as $\Sigma^{(m)}_{b_{2}}(i, f)$.

$$\Sigma^{(m)}_{b_{2}}(i, f) = -\lambda t(i, j) \sigma_{12} g^{(m-1)}_{\sigma_{0} \sigma_{2}} [j, n] = \delta_{\gamma^{(m-1)}_{b_{2}} \sigma_{0} \sigma_{2}} \Sigma^{(m)}_{b_{2}}(i, f). \quad (25)$$

where $m = m_{1} + m_{2} + 1$. Comparing Eq. (25) with Eq. (22), we see that

$$\Sigma^{(m)}_{b_{2}}(i, f) = \lambda \Psi_{12}^{(m)} [i, f]. \quad (26)$$
Combining Eqs. (23) and (26), we find that
\[
\Sigma^s_{\sigma_1\sigma_2} [i, f] = \Sigma^{s^b}_{\sigma_1\sigma_2} [i, f] + \Sigma^{s^c}_{\sigma_1\sigma_2} [i, f] = -\lambda \, \sigma_1 \sigma_2 \bar{g}_{\tilde{\sigma}_2 \tilde{\sigma}_1} [i, i^+] \delta[i, f] + \lambda \Psi_{\sigma_1\sigma_2} [i, f].
\]
(27)

Therefore, comparing Eq. (27) with Eq. (22), we have shown the first of Eq. (20) to be true.

Now consider the EOM for \( g^{-1} [i, f] \) (Eq. (10)) in expanded form.
\[
g^{-1}_{\sigma_1\sigma_2} [i, f] = g^{-1(0)}_{\sigma_1\sigma_2} [i, f] - \lambda \, t[i, f] \sigma_1 \sigma_2 \bar{g}_{\tilde{\sigma}_2 \tilde{\sigma}_1} [i, i^+] - \lambda \Phi_{\sigma_1\sigma_2} [i, f]
\]
(28)

Our goal is to prove the second of Eq. (20) using Eq. (28). To this end, we note that diagrams for \( \Sigma^x_{\sigma} [i, f] \) can be split into four groups. Recall that a diagram for \( \Sigma_{\sigma} [i, f] \) is obtained from a \( \mathbf{g} [i, f] \) diagram (or equivalently from a \( \mathbf{g} [i, f] \) diagram with no stars on the \( f \) in the top row) by removing the incoming and outgoing external lines. Consider a \( \mathbf{g} [i, f] \) diagrams whose numerical representation has the following property. There are no subscripts between the number immediately to the left of \( f \) in the top row (which we shall denote by \( c \)) and \( f \) (e.g. panels (e), (g) through (j), and (n) of Fig. 17). This implies that \( c \) has at least one star, as otherwise \( c \) must be a subscript between \( c \) and \( f \). Therefore, the top row looks like \( 1 \ldots c^{x \ldots x} f \). In the case that \( c = 1 \) (e.g. panels (i), (j), and (n) of Fig. 17), these diagrams can be represented schematically as in Fig. 20. We denote the corresponding contribution to \( \Sigma_{\sigma}^x \) by \( \Sigma_{\sigma}^{x^*} \). If \( c > 1 \) (e.g. panels (e), (g), and (h) of Fig. 17), then the diagrams can be represented schematically as in Fig. 21. We denote the corresponding contribution to \( \Sigma_{\sigma}^x \) by \( \Sigma_{\sigma}^{x^*} \). Comparing Fig. 18 with Fig. 20 and Fig. 19 with Fig. 21, and removing the external lines, we find that
\[
\Sigma^{x^1}_{\sigma_1\sigma_2} [i, f] = -\Sigma^{x^b}_{\sigma_1\sigma_2} [i, f]; \quad \Sigma^{x^2}_{\sigma_1\sigma_2} [i, f] = -\Sigma^{x^c}_{\sigma_1\sigma_2} [i, f].
\]
(29)

Here, the minus sign comes from rule (8) of Section 4.2, where there is a minus sign discrepancy between the factors \((-1)^{y-1}\) (applicable to \( f^{x \ldots x} \) in \( \Sigma^x_{\sigma} \)) and \((-1)^{s}\) (applicable to \( c^{x \ldots x} \) in \( \Sigma^x_{\sigma} \)). Using Eqs. (23) and (26), we find that
\[
-\Sigma^{x^1}_{\sigma_1\sigma_2} [i, f] = -\lambda \, \sigma_1 \sigma_2 \bar{g}_{\tilde{\sigma}_2 \tilde{\sigma}_1} [i, i^+] t[i, f]; \quad -\Sigma^{x^2}_{\sigma_1\sigma_2} [i, f] = \lambda \Psi_{\sigma_1\sigma_2}^x [i, j] t[j, f].
\]
(30)

Motivated by this observation, we define a new object \( \chi_{\sigma_1\sigma_2} [i, f] \) defined by the formula
\[
\Phi_{\sigma_1\sigma_2} [i, f] = -\Psi_{\sigma_1\sigma_2} [i, j] t[j, f] + \chi_{\sigma_1\sigma_2} [i, f].
\]
(31)

Plugging this formula into Eq. (28), we obtain
\[
g^{-1}_{\sigma_1\sigma_2} [i, f] = g^{-1(0)}_{\sigma_1\sigma_2} [i, f] - \lambda \, t[i, f] \sigma_1 \sigma_2 \bar{g}_{\tilde{\sigma}_2 \tilde{\sigma}_1} [i, i^+] + \lambda \Psi_{\sigma_1\sigma_2}^x [i, j] t[j, f] - \lambda \chi_{\sigma_1\sigma_2} [i, f]
\]
(32)

Plugging Eq. (32) into the equation for \( \Phi \) (Eq. (28)), we obtain
\[
\Phi_{\sigma_1\sigma_2} [i, f] = -t[i, j] \sigma_1 \tilde{\sigma}_2 \bar{g}_{\tilde{\sigma}_2 \tilde{\sigma}_1} [i, j] \delta[i, f] - \Psi_{\sigma_1\sigma_2} [i, j] t[j, f]
\]
\[
- \lambda t[i, j] \sigma_1 \sigma_2 \bar{g}_{\tilde{\sigma}_2 \tilde{\sigma}_1} [i, j] \delta[i, f] + \delta[i, j] \sigma_1 \sigma_2 \bar{g}_{\tilde{\sigma}_2 \tilde{\sigma}_1} [i, j] \delta[i, f] - \lambda \Psi_{\sigma_1\sigma_2} [i, j] t[j, f]
\]
(33)
where we have used Eq. (22) to handle the second and third terms on the RHS of Eq. (32). Comparing Eq. (33) with Eq. (31), we obtain the following EOM for $\chi_{\sigma_1 \sigma_2} [i, f]$.

$$
\chi_{\sigma_1 \sigma_2} [i, f] = -t[i, j] \sigma_1 \bar{\sigma}_2 g_{2 \bar{a}_1} [j, i] \delta [i, f] - \lambda t[i, j] \sigma_1 \sigma_0 g_{\sigma_0 \sigma_2} [j, n] \frac{\delta}{\delta \psi_{\sigma_1 \sigma_2}} \chi_{\sigma_0 \sigma_2} [n, f].
$$

(34)

Comparing Eqs. (32) and (30), we see that $-\Sigma_{a_1}^* [i, f]$ and $-\Sigma_{a_2}^* [i, f]$ account for the second and third terms on the RHS of Eq. (32) respectively. Therefore, we now show that the remainder of the $-\Sigma_{\sigma}^* [i, f]$ diagrams account for the fourth term. To this end, we consider all $g[i, f]$ diagrams which do not have a subscript between the number $c$ (the number immediately to the left of $f$ in the top row) and $f$ in the top row. The top row now looks like $1 \ldots c_{-f}$ (e.g. panels (a) through (d) and (f) of Fig. 17). Note that for the resulting $\Sigma_{a}^* [i, f]$ diagram to be irreducible, the number 1 cannot have any stars. We further subdivide this group of $g[i, f]$ diagrams into 2 groups. In the first group, whose contribution to $\Sigma_{a_1}^* [i, f]$ shall be denoted by $\Sigma_{a_3}^* [i, f]$, the subscript immediately preceding $f$ in the top row is 1. The top row for these diagrams looks like $1 \ldots c_{-f}$ (e.g. panels (c) and (f) of Fig. 17). In the second group, whose contribution to $\Sigma_{a_2}^* [i, f]$ shall be denoted by $\Sigma_{a_4}^* [i, f]$, the subscript immediately preceding $f$ in the top row is not 1. The top row for these diagrams looks like $1 \ldots c_{-f}$, where $d \neq 1$ (e.g. panels (a), (b), and (d) of Fig. 17). Our goal is to show that $\lambda \chi_{\sigma_1 \sigma_2} [i, f] = \Sigma_{a_3}^* [i, f] + \Sigma_{a_4}^* [i, f]$.

We do this by induction. The $g[i, f]$ diagrams contributing to $\Sigma_{a_3}^* [i, f]$ are shown in Fig. 22. The contribution of this diagram becomes

$$
- \lambda \sigma_2 g_{\sigma_2 \sigma_a}^a [\tau_i, \tau_a] \sigma_a \bar{b} g_{b} [\tau_a, \tau_i^+] \sigma_b \bar{a}_1 [\tau_a, \tau_f].
$$

(35)

After removing the two external lines, we find that

$$
\Sigma_{a_3}^* [i, f] = -\lambda \sigma_1 \bar{\sigma}_2 t \sigma_b \bar{a}_1 [\tau_i, \tau_i^+] \delta [i, f].
$$

(36)
Thus, $\Sigma_{\sigma_3}^* [i, f]$ is equal to the first term on the RHS of Eq. (34). Note that since this term contains the lowest order contribution to $\chi [i, f]$, this covers the base case of the induction. We now want to show that $\Sigma_{\sigma_4}^* [i, f]$ equals the second term on the RHS of Eq. (34). The $g[i, f]$ diagrams contributing to $\Sigma_{\sigma_4}^* [i, f]$ can be represented schematically as in Fig. 23. Here, the reasoning is similar to that which led to Fig. 19. If the line $s$ were contained in $g_{\sigma_3 \sigma_2} [\tau_k, \tau_n]$, then the resulting $\Sigma_a$ (of the overall diagram) would be reducible, while if $s$ was the bare line $g_{d}^{(0)} [\tau_d, \tau_f]$, the diagram would contribute to $\Sigma_{\sigma_3}^*$ (see Fig. 22). The box can be either a $\Sigma_{\sigma_3}^*$ insertion or a $\Sigma_{\sigma_4}^*$ insertion, but cannot be a $\Sigma_{\sigma_1}^*$ insertion or a $\Sigma_{\sigma_2}^*$ insertion, since in this case the diagram would contribute to $\Sigma_{\sigma_2}^*$ (see Fig. 21). The analytical contribution of Fig. 23 is

$$- \lambda g_{\sigma_1 \sigma_2}^{(0)} [i, k] t [k, j] \sigma_b \sigma_2 g_{\sigma_3 \sigma_2} [j, n] \frac{\delta}{\delta V_{k \sigma_3 \sigma_2}} \left( \Sigma_{\sigma_3}^* [n, d] + \Sigma_{\sigma_4}^* [n, d] \right) g_{\sigma_1 \sigma_2}^{(0)} [d, f].$$

(Dropping the external lines, and using the inductive hypothesis, we obtain)

$$\Sigma_{\sigma_4}^* [i, f] = - \lambda^2 t [i, j] \sigma_1 \sigma_2 g_{\sigma_3 \sigma_2} [j, n] \frac{\delta}{\delta V_{k \sigma_3 \sigma_2}} \chi_{\sigma_1 \sigma_2} [i, f].$$

(Combining this with Eq. (36) and comparing with Eq. (34), we find that)

$$\Sigma_{\sigma_3}^* [i, f] + \Sigma_{\sigma_4}^* [i, f] = \lambda \chi_{\sigma_1 \sigma_2} [i, f].$$

(Using Eqs. (39), (30), and (32), we have proven the second of Eqs. (20).

5.3. Diagrams in momentum space

Upon turning off the sources, all objects become translationally-invariant in both space and time. We define the Fourier transform of all objects with two external points (e.g. $g[i, f]$), denoted below.
by the generic symbol $Q[i,f]$, as
\[ Q[i,f] = \frac{1}{N_s \beta} \sum_k e^{i k(i-f)} Q(k), \] (40)
where $N_s$ is the number of sites on the lattice, $\beta$ is the inverse temperature, $k \equiv (\vec{k}, i \omega_k)$, and $k(i-f) \equiv \vec{k} \cdot (\vec{R}_i - \vec{R}_f) - \omega_k (\tau_i - \tau_f)$. For the rest of the paper, we shall not write the explicit factor $\frac{1}{N_s \beta}$ that goes along with each momentum sum. To obtain the momentum space contribution of a given $g(k)$ diagram, we assign momentum $k$ to the outgoing and incoming external lines, and sum over the momenta of the internal lines, in such a way that momentum is conserved at each point in the diagram. We also associate with each Green’s function line the factor $g^{(0)}(q)$, where $q$ is the momentum label of that line, and with each interaction line the factor $-\epsilon_q$, where $q$ is the momentum label of that interaction line, and $t[i,f] \equiv -\sum e^{i q(i-f)} \epsilon_q$. The other rules are the same as in the coordinate space evaluation. For example, consider the diagram in panel (b) of Fig. 17, whose momentum space labels are displayed in Fig. 24. The momentum space contribution of this diagram is
\[ -2 g^{(0)}(k) \epsilon_p g^{(0)}(p) \epsilon_q g^{(0)}(q) g^{(0)}(k + q - p) g^{(0)}(k) \] (41)
where a sum over the internal momenta $p$ and $q$ is implied. Upon removing the external lines, we obtain the following contribution to $\Sigma^a_a(k)$, or equivalently to $\chi(k)$:
\[ -2 \epsilon_p g^{(0)}(p) \epsilon_q g^{(0)}(q) g^{(0)}(k + q - p). \] (42)

Additionally, consider the diagram for $\tilde{g}(k)$ displayed in panel (l) of Fig. 17, whose momentum space labels are displayed in Fig. 25. The incoming external line carries momentum $k$ into the diagram, while the terminal point absorbs this momentum without transferring it to an outgoing external line. The momentum space contribution of this diagram is
\[ -2 g^{(0)}(k) \epsilon_p g^{(0)}(p) g^{(0)}(q) g^{(0)}(k + q - p) \] (43)
Upon removing the incoming external line, we obtain the following contribution to $\Sigma^b_b(k)$, or equivalently to $\Psi(k)$:
\[ -2 \epsilon_p g^{(0)}(p) g^{(0)}(q) g^{(0)}(k + q - p). \] (44)

5.4. The vertices $\Lambda$ and $\Upsilon$

In Section 5.2, we showed that our diagrammatic series is consistent with the ECFL EOM, Eqs. (10) and (11). We rewrite them here for convenience.
In the case of collapses onto a single point, which corresponds to the point schematically as in terminal point and does not accommodate any external lines. Therefore, the vertices are represented external Green’s function line and an external interaction line. However, the external point accommodates an incoming external Green’s function line, while the external point with incoming and outgoing external Green’s function line, respectively, while the external point accommodates an incoming external Green’s function line and an external interaction line (Compare incoming and outgoing external Green’s function line, respectively).

The higher order terms contributing to \( \Lambda^\sigma_{\alpha_1\eta_1}[n, m; i] \) arise from splitting a line in \( \Sigma^*_{\alpha_1} [n, m] \) through the point \( i \). The higher order terms contributing to \( \mathcal{U}^\sigma_{\alpha_1\eta_1}[n, m; i] \) arise from splitting a line in \( \Sigma^*_{\eta_1} [n, m] \) through the point \( i \). These terms can be represented schematically as in Fig. 26.

From Fig. 26(a), we see that in \( \Lambda^\sigma_{\alpha_1\eta_1}[n, m; i] \), the external points \( n \) and \( m \) accommodate an incoming and outgoing external Green’s function line, respectively, while the external point \( i \) accommodates an incoming external Green’s function line and an external interaction line (Compare with Fig. 13(a)). In Fig. 26(b), we see that in \( \mathcal{U}^\sigma_{\alpha_1\eta_1}[n, m; i] \), the external point \( n \) accommodates an incoming external Green’s function line, while the external point \( i \) accommodates an incoming external Green’s function line and an external interaction line. However, the external point \( m \) is the terminal point and does not accommodate any external lines. Therefore, the vertices are represented schematically as in Fig. 27. In the case of the bare vertex \( \Lambda^{(0)}[n, m, i] \), the diagram in Fig. 27(a) collapses onto a single point, which corresponds to the point \( k \) in Fig. 13(a).

In Eq. (45), the self-energies \( \Phi \) and \( \Psi \) are expressed in terms of the vertices \( \Lambda \) and \( \mathcal{U} \) respectively. These relationships can be expressed diagrammatically as in Fig. 28.

We now turn the sources off, so that we can represent the vertices in momentum space, as in Fig. 29. In the case of \( \Lambda(p, k) \), the external lines carry a total of zero momentum out of the vertex. In the case of \( \mathcal{U}(p, k) \), the terminal point (the one with no external lines coming in or out) absorbs momentum \( k \), and therefore the remainder of the external lines have to bring momentum \( k \) into the

Fig. 26. Schematic diagram for the vertices. \( \Lambda^\sigma_{\alpha_1\eta_1}[n, m; i] \) is displayed in panel (a) while \( \mathcal{U}^\sigma_{\alpha_1\eta_1}[n, m; i] \) is displayed in panel (b).

Fig. 27. Schematic diagram for the vertices. \( \Lambda^\sigma_{\alpha_1\eta_1}[n, m; i] \) is displayed in panel (a) while \( \mathcal{U}^\sigma_{\alpha_1\eta_1}[n, m; i] \) is displayed in panel (b).
These relations are represented diagrammatically in the simpler situation in which all of the Green’s function lines in a single spin loop (also referred to as the zeroth loop, the line split could either carry spin contribution of the original diagram to the zeroth loop, the resulting vertex diagram contributes only to that of any one of them (in the case of the zeroth loop it is the fixed spin allowed to alternate. However, the spin carried by each Green’s function line in the loop is determined for each point of the diagram. Also recall from Section 4.2 that the Green’s function lines in the diagrams for $\Sigma^e_\alpha$ ($\Sigma^e_i$) are partitioned into anywhere between 0 and $F_\alpha$ spin loops, where the zeroth loop contains the lines with the labels $\sigma_1$ and $\sigma_2$. The spins carried by the Green’s function lines in a single loop are allowed to alternate. However, the spin carried by each Green’s function line in the loop is determined by that of any one of them (in the case of the zeroth loop it is the fixed spin $\sigma_1$).

Now, in the case that the line split in going from $\Sigma^e_i \rightarrow Q$ from is from a loop which is not the zeroth loop, the resulting vertex diagram contributes only to $Q^{(1)}$ and $Q^{(2)}$ with a factor of $\frac{1}{2}$ relative to the contribution of the original diagram to $\Sigma^e$. In the case that the line split in going from $\Sigma^e_i \rightarrow Q$ is from the zeroth loop, the line split could either carry spin $\sigma_1$ in the original $\Sigma^e_i$ diagram or spin $\sigma_2$. In the case of the former, the resulting vertex diagram contributes to both $Q^{(3)}$ and $Q^{(4)}$ with a factor of 1 relative to the contribution of the original diagram to $\Sigma^e$. In the case of the latter, the resulting vertex diagram contributes to $Q^{(2)}$ with a factor of 1, and to $Q^{(4)}$ with a factor of $(-1)$, relative to the contribution of the original diagram to $\Sigma^e$. Eq. (49) immediately follows. Note that in the Feynman diagrams, we have the simpler situation in which all of the Green’s function lines in a single spin loop (also referred to as Fermi loop), carry the same spin $[18]$. Then, the very last case described above becomes impossible, $Q^{(4)} \rightarrow 0$, and Eq. (49) reduces to the standard Nozières relation $Q^{(1)} - Q^{(2)} = Q^{(3)}$ $[19]$. 

Following Ref. [9], we define $Q^{(0)} \equiv Q^{(3)} - Q^{(4)}$. Fourier transforming Eq. (45), we obtain:

$$\Phi(k) = \sum_p \epsilon_p g(p) \Lambda^{(0)}(p, k); \quad \Psi(k) = \sum_p \epsilon_p g(p) \mathcal{U}^{(0)}(p, k).$$

These relations are represented diagrammatically in Fig. 30.
5.5. Skeleton diagrams

Consider the diagrammatic expansion for the irreducible self-energies that we have been using thus far, in which each diagram is composed of bare Green’s function lines $g^{(0)}[i, f]$, and hopping matrix elements $t_{ij}$. We aim to reorganize this expansion in such a way that we only keep a subset of these diagrams, in which we replace each bare Green’s function line $g^{(0)}[i, f]$, by the full auxiliary Green’s function $g[i, f]$, thereby accounting for the diagrams which we discarded. We shall now define this subset of diagrams, which is referred to as the skeleton diagrams.

The skeleton diagrams are those diagrams in which one cannot separate a self-energy insertion $\Sigma_a$ from the rest of the diagram by cutting two Green’s function lines. For example, consider the $\Sigma^a$ diagrams in Fig. 31 (the same considerations will apply to $\Sigma^b$ diagrams). From left to right, these are the irreducible self-energies corresponding to the $g$ diagrams in Fig. 17(b), Fig. 17(c), and Fig. 12(c). We see that the $\Sigma^a$ diagram in panel (b) of Fig. 31 is a non-skeleton diagram, since by cutting the two Green’s function lines labeled by the letter $c$, we isolate the $\Sigma_a$ self-energy insertion enclosed in the box. In contrast, the $\Sigma^a$ diagram in panel (a) of Fig. 31 is a skeleton diagram, since it is impossible to isolate a $\Sigma_a$ insertion by cutting two Green’s function lines. Finally, the diagram in panel (c) of Fig. 31 is also a skeleton diagram. Furthermore, we see that by placing the self-energy insertion enclosed in the box into the Green’s function line of the diagram in Fig. 31(c), we reproduce the diagram in Fig. 31(b). Since a full auxiliary Green’s function line consists of an arbitrary self-energy insertion $\Sigma_a$ surrounded by two bare Green’s function lines $g^{(0)}$, we see that the whole series is reproduced by keeping only the skeleton diagrams and making the substitution $g^{(0)}[i, f] \rightarrow g[i, f]$.

Now, consider the vertices $\Lambda[n, m; i]$ and $\Upsilon[n, m; i]$. Recall from Fig. 26, that these correspond to splitting a Green’s function line through the point $i$ in $\Sigma^a[n, m]$ and $\Sigma^b[n, m]$, respectively. How do we obtain the skeleton diagrams for the vertices? A naive guess would be that we do so by splitting a Green’s function line in the skeleton diagrams for the irreducible self-energies. However, this is only partially correct. To see this, consider again the non-skeleton $\Sigma^a$ diagram in panel (b) of Fig. 31. If we choose to split either of the two lines labeled by $c$, then we leave the self-energy insertion surrounded by the box intact, and the resulting diagram for $\Lambda$ is a non-skeleton diagram. However, if we split the Green’s function line labeled by $s$, this breaks up this self-energy insertion, and leads to a skeleton diagram for $\Lambda$.

Taking this reasoning a step further, consider the diagram for $\Sigma^a$ in panel (a) of Fig. 32. This diagram can be obtained from the diagram in Fig. 31(b) by inserting the self-energy insertion enclosed by the box into the line labeled by $s$ in Fig. 31(b). Once again, if we split any line other than the one labeled by $s$ in Fig. 32(a), the resulting diagram for $\Lambda$ will be a non-skeleton diagram, while if we split the line...
The third is the skeleton expansion for the vertices in terms of the auxiliary Green's function and the full vertex $A$. This is the skeleton expansion represented in Fig. 33(b).

$$\Lambda \equiv \Lambda[\mathbf{g}, A]; \quad \mathcal{U} \equiv \mathcal{U}[\mathbf{g}, A].$$ (53)
Using the diagrammatic rules developed here, we have access to all three of these skeleton expansions at any order. However, in the absence of these rules, we could derive the terms in these skeleton expansions by using Eqs. (51)–(53), and (45) in the following manner. Suppose that we have the skeleton expansions in Eq. (51)–(53) through $m$th order in $\lambda$. Then, plugging the $m$th order term of the skeleton expansion from Eq. (52) into Eq. (45) yields the $m + 1$st order term of the skeleton expansion in Eq. (51). Then, applying the rule $g \rightarrow g\Delta g$ to the $m + 1$st order term of the skeleton expansion in Eq. (51), yields the $m + 1$st order contribution to the skeleton expansion in Eq. (53). Finally, plugging the $k$th order term of the skeleton expansion from Eq. (52) ($0 \leq k \leq m$) into the $m + 1 - k$th term of the skeleton expansion from Eq. (53) yields the $m + 1$st order term of the skeleton expansion from Eq. (52), after which we can iterate the process again. This process starts at zeroth order by plugging the bare vertex into Eq. (45) and calculating the first order contribution to the skeleton expansion in Eq. (51), and so on. This is the approach used in the original ECFL papers [9, 10], and reviewed in Section 2. It reveals the power of the Schwinger approach in that it enables one to bypass the bare series and work directly with the skeleton expansion. However, the utility of the diagrams developed here is that they enable one to obtain the contribution of a given order directly, without iteration, and also to visualize all the higher order terms diagrammatically, therefore facilitating diagrammatic re-summations.

6. Putting $J$ back into the equations

Let us rewrite Eq. (4) in the form of an integral equation as in Eq. (17), but this time keeping $J$.

$$
\bar{g}_{\sigma_1,\sigma_2}[i,f] = g_{\sigma_1,\sigma_2}^{(0)}[i,f] - \lambda g_{\sigma_1,\sigma_2}^{(0)}[i,f]g_{\sigma_2,\bar{\sigma}_2}[f,f^+] - \lambda g_{\sigma_1,\sigma_2}^{(0)}[i,k] \left( -\frac{1}{2}[Jf][k],[\sigma_1 \sigma_2 \bar{\sigma}_1 \bar{\sigma}_2][f,f] + \frac{\delta}{\delta \bar{\sigma}_2}[k]g_{\sigma_2,\sigma_2}^{(0)}[Jf,f] \right),
$$

$$
- \lambda g_{\sigma_1,\sigma_2}^{(0)}[i,k] \left( \frac{1}{2}[Jf][k],[\sigma_1 \sigma_2 \bar{\sigma}_1 \bar{\sigma}_2][f,f] - \frac{1}{2}[Jf][k],[\sigma_1 \sigma_2 \bar{\sigma}_1 \bar{\sigma}_2][f,f] \right). \tag{54}
$$

The $\lambda$-expansion of Eq. (54) is given by the same set of rules as in Section 4.2, with the only difference being that now each vertex can be either a $t$-vertex or a $J$-vertex. Comparing the second and third lines on the RHS of Eq. (54), we see that the $J$-vertices can be obtained from the $t$-vertices in Fig. 13 by moving the line labeled by $\sigma_0$ from the point $j$ to the point $k$, and moving all lines but the one labeled by $\sigma_0$ from the point $k$ to the point $j$. The $J$-vertices are displayed in Fig. 34. They are more reminiscent of the standard Feynman diagram vertices.
where the operator vertex the factor (5) would be more reminiscent of the Feynman diagrams), as long as we associate with each interaction line in each diagram the factor can choose to use either the diagram in both (1) and (2) are unaffected by the choice of momentum labels of the Green’s function lines are this is because the two things which determine the interaction vertex is a vertex or a we must now draw (a), the interaction line contributes a factor of (55) In Fig. 35(a), the interaction line contributes a factor of εp, while in Fig. 35(b), the interaction line contributes a factor of 1/2Jk−p. At first, it seems as though for each diagram with i interaction vertices, we must now draw 2i separate diagrams, since for each vertex we must decide whether it will be a t-vertex or a J-vertex. For example, consider the diagram in Fig. 25, also displayed in Fig. 36(a), in which the interaction vertex is a t-vertex. In Fig. 36(b), it is drawn with a J-vertex. However, we see that the Green’s function lines in both diagrams have the same momentum labels, and the only difference is the momentum label of the interaction line. This is because the two things which determine the momentum labels of the Green’s function lines are
• (1) the interconnections (via Green’s function lines) between the interaction vertices (irrespective of where on these vertices these lines appear),
• (2) Eq. (55).
Since the J-vertex simply reshuffles the lines on the t-vertex, and Eq. (55) applies equally well to both types of vertices, both (1) and (2) are unaffected by the choice of t vertex vs. J vertex. Therefore, we can choose to use either the diagram in Fig. 36(a) or the diagram in Fig. 36(b) if we associate with the interaction line in each diagram the factor εp + 1/2Jk−p. In general, we can construct diagrams either from the vertices in Fig. 35(a) (as we have already been doing), or from the vertices in Fig. 35(b) (which would be more reminiscent of the Feynman diagrams), as long as we associate with each interaction vertex the factor εp + 1/2Jk−p. The ECFL equations with J included are given as follows [9].

\[
\begin{align*}
g^{-1}[i, m] &= (\mu - \partial_{t_i} - \nabla_i) \delta[i, m] + t[i, m] \left(1 - \lambda \gamma \right) + \frac{\lambda}{2} J[i, j] \gamma[i, m] - \lambda \Phi[i, m], \\
\tilde{\mu}[i, m] &= (1 - \lambda \gamma \delta) \delta[i, m] + \lambda \Psi[i, m], \\
\Phi[i, m] &= L[i, n] g^{-1}[n, m]; \\
\Psi[i, m] &= -L[i, n] \tilde{\mu}[n, m], \\
\end{align*}
\]

where the operator L is given by:

\[
\begin{align*}
L_{\sigma_1, \sigma_2}[i, m] &= \frac{\delta}{\delta \sigma_1^{\phi_{\sigma_1}}} - \frac{1}{2} J[i, j] \sigma_1 \sigma_2 \frac{\delta}{\delta \sigma_1^{\phi_{\sigma_2}}}.
\end{align*}
\]
Using the same decomposition as in Eq. (31), i.e.
\[
\Phi[i, m] = -\Psi[i, j]t[j, m] + \chi[i, m],
\]
we find that
\[
\chi[i, m] = L[i, n]g^{-1(0)}[n, m] + \frac{\lambda}{2}[m, k]L[i, m]\gamma[k] - \lambda L[i, n]\chi[n, m],
\]
where
\[
(L[i, n]g^{-1(0)}[n, m])_{\sigma_1\sigma_2} = t[i, j]\sigma_1\sigma_2g_{\sigma_2\sigma_1}[j, i]\delta[i, m] - \frac{1}{2}[i, m]\sigma_1\sigma_2g_{\sigma_2\sigma_1}[i, m].
\]

Finally, we note that the equations associated with Fig. 30 now become
\[
\Phi(k) = \sum_p \left( \epsilon_p + \frac{1}{2}k_{p-} \right) g(p) A^{(d)}(p, k); \quad \Psi(k) = \sum_p \left( \epsilon_p + \frac{1}{2}k_{p-} \right) g(p) U^{(a)}(p, k).
\]

7. Finite order calculations

7.1. Zeroth through third order calculation

In this section, we compute the skeleton expansion for the objects \(\gamma, \Psi, \) and \(\chi\) through second order in \(\lambda\) in momentum space. As can be seen from Eq. (63), this yields the skeleton expansion for \(g^{-1}\) and \(\bar{\mu}\) through third order in \(\lambda\). Before proceeding with this computation, we follow Ref. [10] in introducing a second chemical potential \(u_0\) into the theory. As explained in Ref. [10], there is a so-called shift identity of the \(t-f\) model, which states that adding an onsite term to the hopping affects \(g\) only through a shift of the chemical potential \(\mu\). However, the same is not true of the constituent factors \(g\) and \(\bar{\mu}\), which will be affected by such a shift. To remedy this, in Ref. [10], the second chemical potential \(u_0\) is introduced directly into the definitions of \(g^{-1}\) and \(\bar{\mu}\) (Eq. (56)) through the formula \(t[i, j] \rightarrow t[i, j] + \frac{u_0}{2} \delta[i, j]\) in every term but the \(t[i, f]\) term in the equation for \(g^{-1}[i, f]\). Now, an onsite shift in the hopping affects \(g\) and \(\bar{\mu}\) only through a shift in the second chemical potential \(u_0\). Moreover, the fact that \(g\) will not be affected for any value of \(u_0\) (other than through a shift of the original chemical potential \(\mu\)) is a consequence of the shift identity. Furthermore, the two chemical potentials \(\mu\) and \(u_0\) can now be used to satisfy the two sum rules
\[
\sum_k g(k) = \frac{n}{2}; \quad \sum_k g(k) = \frac{n}{2}.
\]

The first of these ensures the correct particle sum-rule for the physical electrons. The second one states that the auxiliary fermions must satisfy the same particle sum-rule as the physical ones. We can think of the Hubbard operator \(X^{br}_{\mu} = c^{\dagger}_\mu (1 - n_{\bar{\mu}})\) as representing the physical fermions, and the canonical operator \(c_{\mu}\) as representing the auxiliary fermions. Since, the number operator is a charge neutral object, charge conservation implies that the physical and auxiliary fermions must satisfy the same particle sum-rule. As a consequence of this, the physical electrons have a Fermi-surface which complies with the Luttinger–Ward volume theorem (see Ref. [9] where these sum rules were originally introduced and their implications discussed).

We now proceed to present the diagrams and analytical expressions for \(g^{-1}\) and \(\bar{\mu}\) through third order in \(\lambda\). Taking the Fourier transform of Eqs. (9) and (56), and using Eq. (58), we obtain
\[
\begin{align*}
\gamma^{-1}(k) &= i\omega_k + \mu' - (\epsilon_k - \frac{u_0}{2})\bar{\mu}(k) - \lambda \chi(k), \\
\mu' &= \mu - \frac{u_0}{2} + \frac{\lambda}{2}\gamma f_0 \\
\bar{\mu}(k) &= (1 - \lambda \gamma) + \lambda \Psi(k), \\
g(k) &= g(k)\bar{\mu}(k).
\end{align*}
\]
where $f_0$ is the zero-momentum component of the Fourier transform of $f_{ij}$. Our strategy is to compute the skeleton expansion for $\gamma$, $\Psi$, and $\chi$ through second order in $\lambda$ (i.e. $\gamma = \gamma^{(0)} + \gamma^{(1)} + \gamma^{(2)}$, etc.) After plugging in the expressions from this skeleton expansion into Eq. (63), we must set $\lambda = 1$, and solve the resulting integral equations. The two Lagrange multipliers $\mu$ and $u_0$ are then determined by the sum rules in Eq. (62).

In Fig. 37, we have drawn the skeleton diagrams for $\gamma$ (which is just a constant when the sources are off) through second order in $\lambda$. Therefore, $\gamma$ is the sum of the following terms

\[
\begin{align*}
(a) & \frac{n}{2} \\
(b) & -\lambda \left( \frac{n}{2} \right)^2 \\
(c) & \lambda^2 \left( \frac{n}{2} \right)^3 \\
(d) & -2\lambda^2 \sum_{pql} g(p)g(l)g(q)g(p + l - q) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} f_{p-q} \right). \tag{64}
\end{align*}
\]

In Fig. 38, we have done the same for $\Psi(k)$. Therefore, $\Psi(k)$ is the sum of the following terms

\[
\begin{align*}
(a) & -2\lambda \sum_{pq} g(p)g(q)(k + q - p) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} f_{k-p} \right) \\
(b) & -4\lambda^2 \sum_{pq} g(p)g(l)g(q)(k + q - p)g(k + q - l) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} f_{k-p} \right) \left( \epsilon_l - \frac{u_0}{2} + \frac{1}{2} f_{l-p} \right) \\
(c) & -\lambda^2 \sum_{pq} g(p)g(l)g(q)(k + q - p)g(q + l - p) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} f_{k-p} \right) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} f_{p-q} \right) \\
(d) & -2\lambda^2 \sum_{pq} g(p)g(l)g(q)(k + q - p)g(p + l - q) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} f_{k-p} \right) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} f_{p-q} \right) \\
(e) & -\lambda^2 \sum_{pq} g(p)g(l)g(q)(k + q - p)g(k + l - p) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} f_{k-p} \right) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} f_{l-q} \right) \\
(f) & -\lambda^2 \sum_{pq} g(p)g(l)g(q)(k + q - p)g(l + p - k) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} f_{k-p} \right) \left( \epsilon_l - \frac{u_0}{2} + \frac{1}{2} f_{p-k} \right) \\
(g) & \lambda^2 \frac{n}{2} \sum_{pq} g(p)g(q)g(k + q - p) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} f_{k-p} \right) \tag{65}
\end{align*}
\]

The skeleton diagrams for $\chi(k)$ have been split into two groups. Those drawn in Fig. 40, whose contribution will be denoted by $\chi_b(k)$, can be obtained from the $\Psi(k)$ diagrams in Fig. 38 by attaching an interaction line to the terminal point of those diagrams. Due to the decomposition Eq. (58), this interaction line will contribute only a $f$ term, but no $\epsilon$ term, to the expression for $\chi_b(k)$. The rest of the $\chi(k)$ diagrams, whose contribution will be denoted by $\chi_a(k)$, are drawn in Fig. 39. Then,
Fig. 38. Second order skeleton expansion for $\Psi(k)$. All diagrams but the one in panel (g) are standard Feynman diagrams (with one interaction line set to unity). $\Psi^{(1)}$ is given by the diagram in panel (a), and $\Psi^{(2)}$ is given by the diagrams in panels (b) through (g). We conserve momentum at each interaction vertex as indicated in Figs. 35 and 36.

Fig. 39. Second order skeleton expansion for $\chi_A(k)$. These diagrams are independent of those for $\Psi(k)$. All diagrams are standard Feynman diagrams. The diagram in panel (a) contributes to $\chi^{(0)}$, the diagram in panel (b) contributes to $\chi^{(1)}$, and the diagrams in panels (c) through (g) contribute to $\chi^{(2)}$. We conserve momentum at each interaction vertex as indicated in Figs. 35 and 36.

$\chi(k) = \chi_A(k) + \chi_B(k)$, where $\chi_A(k)$ is the sum of the terms in Eq. (66) and $\chi_B(k)$ is the sum of the terms in Eq. (67).

\[
\begin{align*}
(a) & \quad - \sum_p g(p) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} j_{k-p} \right) \\
(b) & \quad - 2\lambda \sum_{pq} g(p) g(q) g(k+q-p) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} j_{k-p} \right) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} j_{p-q} \right) \\
(c) & \quad - \lambda^2 \sum_{pql} g(p) g(l) g(q) g(k+q-p) g(l+q-p) \\
& \quad \times \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} j_{k-p} \right) \left( \epsilon_l - \frac{u_0}{2} + \frac{1}{2} j_{p-l} \right) \left( \epsilon_{l+q-p} - \frac{u_0}{2} + \frac{1}{2} j_{p-q} \right) \\
(d) & \quad - 4\lambda^2 \sum_{pql} g(p) g(l) g(q) g(k+q-p) g(k+q-l)
\end{align*}
\]
\[ \times \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} J_{l-q} \right) \]

\[ (e) - \lambda^2 \sum_{pql} g(p) g(l) g(q) g((k + q - p) g((k + l - p)) \]

\[ \times \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) \left( \epsilon_l - \frac{u_0}{2} + \frac{1}{2} J_{p-l} \right) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} J_{l-q} \right) \]

\[ (f) - \lambda^2 \sum_{pql} g(p) g(l) g(q) g((k + p) g((p + q - l)) \]

\[ \times \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} J_{l-q} \right) \left( \epsilon_l - \frac{u_0}{2} + \frac{1}{2} J_{p-l} \right) \]

\[ (g) - \lambda^2 \sum_{pql} g(p) g(l) g(q) g((k + q - p) g((k + l)) \]

\[ \times \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) \left( \epsilon_l - \frac{u_0}{2} + \frac{1}{2} J_{p-l} \right) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} J_{l-q} \right) \]  \hspace{1cm} (66)

\[ (a) - \lambda \sum_{pq} g(p) g(q) g(k + q - p) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) J_{p-k} \]

\[ (b) - 2 \lambda^2 \sum_{pq} g(p) g(l) g(q) g(k + q - l) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) \left( \epsilon_l - \frac{u_0}{2} + \frac{1}{2} J_{l-p} \right) J_{l-k} \]

\[ (c) - \frac{\lambda^2}{2} \sum_{pq} g(p) g(l) g(q) g(k + q - p) g(q + l - p) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) \left( \epsilon_l - \frac{u_0}{2} + \frac{1}{2} J_{l-p} \right) J_{l-k} \]

\[ (d) - \frac{\lambda^2}{2} \sum_{pq} g(p) g(l) g(q) g(k + q - p) g(p + q - l) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} J_{l-q} \right) J_{q-p} \]

\[ (e) - \frac{\lambda^2}{2} \sum_{pq} g(p) g(l) g(q) g(k + q - p) g(k + l - p) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) \left( \epsilon_q - \frac{u_0}{2} + \frac{1}{2} J_{l-q} \right) J_{p-k} \]

\[ (f) - \frac{\lambda^2}{2} \sum_{pq} g(p) g(l) g(q) g(k + q - p) g(l + p - k) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) \left( \epsilon_l - \frac{u_0}{2} + \frac{1}{2} J_{l-k} \right) J_{l-k} \]

\[ (g) \lambda^2 \sum_{pq} g(p) g(q) g(k + q - p) \left( \epsilon_p - \frac{u_0}{2} + \frac{1}{2} J_{k-p} \right) J_{p-k} \]  \hspace{1cm} (67)

7.2. High frequency limit

We know from the anti-commutation relations for the Hubbard X operators, that the high frequency limit of the Green’s function is \( \lim_{\omega \rightarrow \infty} g(k) = \frac{1 - 2}{\omega} \). From Eq. (63), we see that the high frequency limit of the Green’s function can also be expressed as \( \lim_{\omega \rightarrow \infty} g(k) = \frac{1 - \gamma \lambda}{\omega} \). Since \( \gamma = \sum g(k) = \frac{2}{\omega} \) in the exact theory, after setting \( \lambda = 1 \) the two expressions for the high frequency limit are equivalent.

From Eq. (63), we see that to obtain \( g^{-1}(k) \) and \( \bar{\mu}(k) \) to nth order in \( \lambda \), we must calculate \( \gamma, \Psi(k), \) and \( \chi(k) \) to order \( m - 1 \). If we are doing this using the bare expansion, then in order to satisfy the sum rules in Eq. (62) order by order, we must also expand the two chemical potentials \( \mu \) and \( u_0 \) in \( \lambda \) [25].

\[ \mu = \mu^{(0)} + \mu^{(1)} + \cdots \quad u_0 = u_0^{(0)} + u_0^{(1)} + \cdots \]  \hspace{1cm} (68)

where \( \mu^{(0)} \) is zeroth order in \( \lambda \), \( \mu^{(1)} \) is first order in \( \lambda \), etc. Denoting \( g, \bar{\mu}, \gamma, \Psi, \) and \( \chi \) by the generic symbol \( Q \), and plugging the expansions from Eq. (68) into the bare expansion for \( Q^{(m)} = Q^{(m)}(\mu, u_0) \),
Fig. 40. Second order skeleton expansion for \( \chi_\delta(k) \), which vanishes when \( J = 0 \). These diagrams can be obtained from those for \( \Psi(k) \) in Fig. 38 by adding an interaction line to the terminal point of those diagrams. However, this interaction line contributes only a factor of \( f \), and not a factor of \( \epsilon \). All diagrams but the one in panel (g) are standard Feynman diagrams. The diagram in panel (a) contributes to \( \chi^{(1)} \), and the diagrams in panels (b) through (g) contribute to \( \chi^{(2)} \). We conserve momentum at each interaction vertex as indicated in Figs. 35 and 36.

the latter is rearranged with the various orders being mixed due to the expansion of the chemical potentials. Then, we can solve for the various quantities \( \mu^{(0)} \), \( \mu^{(1)} \), etc. such that in the rearranged series for \( \gamma^{(m)} = \gamma^{(m)}(n) \) and \( g^{(m)} = g^{(m)}(n) \),

\[
\gamma^{(m)}(n) = \delta_{m,0} \frac{n}{2}; \quad \sum_k g^{(m)}(k) = \delta_{m,0} \frac{n}{2}. \tag{69}
\]

Then, substituting the expression for \( \gamma^{(m)} \) back into Eq. (63), we see that only \( g^{(0)}(k) \) and \( g^{(1)}(k) \) contribute to the high-frequency limit of the Green’s function, and that \( \lim_{\text{high}} \gamma(k) = \frac{1-\lambda \gamma}{i \omega_k} = 1 - \frac{2}{i \omega_k} \).

In the skeleton expansion, the situation is different. In this case, after we set \( \lambda = 1 \), the diagrams from all orders in the skeleton expansion are mixed together on equal footing to generate one integral equation which together with the sum rules in Eq. (62) determines \( g, \mu, \) and \( u_0 \). The other objects are then obtained from these. In this case, if the skeleton expansions for \( \gamma, \Psi(k), \) and \( \chi(k) \) have been carried out to \( m - 1 \)st order before being plugged into Eq. (63), then the sum rule Eq. (62) implies that (after setting \( \lambda = 1 \)) \( \sum_{l=0}^{m-1} \gamma^{(l)} = \frac{n}{2} \). However, from Eq. (63), the high frequency limit is given by \( \lim_{\text{high}} g(k) = \frac{1-\sum_{l=0}^{m-1} \gamma^{(l)}}{i \omega_k} \). Therefore, the error in the high frequency limit is equal to \( \gamma^{(m)} \), and we have that

\[
\lim_{\text{high}} \gamma(k) = \frac{1 - \frac{n}{2} + \gamma^{(m)}}{i \omega_k}. \tag{70}
\]

This error vanishes as \( m \to \infty \).

7.3. Analysis of the \( \lambda \) expansion: Feynman type diagrams and non-Feynman diagrams.

The \( \lambda \) series for \( g \) differs from the Feynman series for \( g \) in two fundamental ways. The first is the presence of the term \(-\lambda \gamma + \lambda \Psi(k) \) in the numerator of \( g(k) \). In the Feynman series, this term is absent. To discuss the second one, let us identify \( \lambda \gamma \) with the Hartree term in the Feynman diagrams, and \( \lambda \Phi \) with all self-energy diagrams other than the Hartree term. \( \Psi \) forms a subset of \( \Phi \) (except for a missing interaction line which is not important for the present discussion), and hence all considerations which apply to \( \Phi \) will apply equally well to \( \Psi \). Hence, the second important difference is that there are diagrams which contribute to \( \lambda \gamma \) which do not contribute the Hartree term of the Feynman series, and there are diagrams that contribute to \( \lambda \Phi \) which do not contribute to the other self-energy diagrams of the Feynman series.
From Fig. 37, we can see that the first order $\lambda\gamma$ diagram is exactly the Hartree term of the Feynman series, while the others are all diagrams which do not contribute to the Hartree term of the Feynman series. However, from Figs. 39 and 40, we can see that the only diagram in the 3rd order skeleton expansion for $\lambda\Phi$ which is not a Feynman diagram, is diagram (g) in Fig. 40 (Feynman diagrams are the same order in $\lambda$ as they are in the interaction, while non-Feynman diagrams are not). Therefore, the deviation of $\lambda\Phi$ and $\lambda\Psi$ from the Feynman series grows rather slowly as compared with the growth of the series itself. Moreover, if we consider the fact that the infinite series for $\gamma$ must sum to $\frac{\pi}{2}$, we see that to “leading order”, the only difference between the $\lambda$ series and the Feynman series is the presence of the term $-\lambda\gamma + \lambda\Psi(k)$ in the numerator of $g(k)$. This leads us to the point of view taken in the phenomenological ECFL [9,26,17,14], in which $\gamma \rightarrow \frac{\pi}{2}$, and the self-energies $\Psi(k)$ and $\Phi(k)$ are given simple Fermi-liquid forms. Then, the main correction to Fermi-liquid behavior is not seen as coming from the self-energies themselves, but from the interplay between the numerator and denominator of the single-particle Green’s function.

8. Connection with Zaitsev–Izyumov formalism

The Zaitsev–Izyumov formalism [8,7] is a technique for doing an expansion in $t$ and $J$ around the atomic limit of the $t$–$J$ model (given by $t \rightarrow 0$ and $J \rightarrow 0$ in Eq. (1)). This can also be viewed as a high-temperature expansion since each factor of $t$ and $J$ must necessarily appear with a factor of $\beta$. The diagrams of this series give rise to the same two self-energy structure for the single-particle Green’s function as found in ECFL. In particular, Eq. (3.6) of Ref. [8] reads

$$g_\sigma = \frac{(F^{0}_\sigma) + \Delta_\sigma}{(G^{0}_\sigma)^{-1} - \Sigma_\sigma}. \quad (71)$$

We can make the identifications

$$(F^{0}_\sigma) \rightarrow 1 - \gamma; \quad \Delta_\sigma \rightarrow \Psi(k); \quad (G^{0}_\sigma)^{-1} \rightarrow g^{-1(0)}; \quad \Sigma_\sigma \rightarrow -\epsilon_k\gamma + \Phi(k). \quad (72)$$

As is the case in the $\lambda$ series, the fundamental object in the Zaitsev–Izyumov high-temperature series is the auxiliary Green’s function $g$.

The main difference between the two series is the dimensionless expansion parameter. In the case of ECFL, it is the continuity parameter $\lambda$. In the case of the high-temperature series, it is $\beta t$ and $\beta J$. To see this more explicitly, consider the simplest diagram in both series, which is the zeroth order of ECFL, it is the continuity parameter $\lambda$. The relationship between the two is shown in Fig. 37(a). In Ref. [8], it is represented by a dot. The relationship between the two is shown in Fig. 41. In this figure, the dashed line indicates an atomic limit auxiliary Green’s function $g_{t \rightarrow 0, j \rightarrow 0}((\omega_k) = \frac{1}{\lambda \omega_k + \mu}$. The big dot indicates the atomic limit value of $\gamma$, i.e. $\gamma_{t \rightarrow 0, j \rightarrow 0} = \frac{\rho}{2}$, where $\rho = \frac{2e^{\beta\mu}}{1 + 2e^{\beta\mu}}$ is the atomic limit density. The wiggly line indicates a hoping $\epsilon_k$. Finally, the solid line indicates the bare auxiliary Green’s function $g^{(0)}(k) = \frac{1}{\lambda \omega_k + \mu - \epsilon_k}$. In panel (a), the zeroth order $\gamma$ from the high-temperature series is expanded as an infinite series in $\lambda$. Here, each loop corresponds to $\sum_{\lambda \omega_k} g_{t \rightarrow 0, j \rightarrow 0}((\omega_k) = \frac{\rho}{2}, and there is a minus sign between the successive terms of the series. Summing the geometric series, we find that $\frac{\rho}{1 - \frac{1}{2}} \cdot \frac{1}{1 + \frac{1}{2}} \cdot \frac{1}{2} = \frac{\rho}{2}$. In panel (b), the zeroth order $\gamma$ from the $\lambda$ series is expanded as an infinite series in the hopping $\epsilon_k$. This gives the geometric series $\sum_{\lambda \omega_k} g^{(0)}(k) = \sum_{\lambda \omega_k} \sum_{n=0}^{\infty} \frac{-\epsilon_k^n}{(\lambda \omega_k + \mu)^{n+1}}$. We see that to get from the high-temperature series to the $\lambda$ series, one would have to break up all atomic limit objects into an infinite series in terms of $\lambda$, and replace every atomic limit auxiliary Green’s function with a bare propagating one.

We can summarize the fundamental difference between the two approaches as follows. In the case of zero magnetic field, the high-temperature series is an expansion around the atomic limit, i.e. an exponentially degenerate manifold of states, without giving preference to any one of them. In doing so, it is difficult to recover the adiabatic continuity aspect of physics relating to the Fermi-surface and the Luttinger–Ward volume theorem [19]. In contrast, ECFL builds the Fermi-surface into the $\lambda$
expansion at zeroth order, by expanding around the free Fermi gas and by maintaining continuity in \( \lambda \). Finally, by enforcing that the number of auxiliary fermions equals the number of physical ones through the second chemical potential \( u_0 \), ECFL is able to satisfy the Luttinger–Ward volume theorem.

9. Conclusion

In conclusion, starting with the \( \lambda \) expansion as defined through iteration of the Schwinger EOM around the free Fermi gas \([9, 10]\), we derived a set of diagrammatic rules to calculate the \( n \)th order contribution to the physical Green’s function \( \tilde{g} \) in the \( t-J \) model. The resulting diagrams suggested the need for two self-energies, which we denoted by \( \Sigma_a \) and \( \Sigma_b \). Using the Schwinger equations of motion defining the ECFL objects, \( g, \tilde{\mu}, \gamma, \phi, \) and \( \psi \), we derived diagrammatic rules for calculating these objects and found that they could be related simply to \( \Sigma_a^r \) and \( \Sigma_b^r \), the irreducible parts of \( \Sigma_a \) and \( \Sigma_b \). We also discovered diagrammatically that \( \psi \) diagrams are simply a subset of the \( \phi \) diagrams, with an interaction line missing. Denoting the remainder of the \( \phi \) diagrams by the symbol \( \chi \), this implied the expression \( \phi(k) = e_{\phi} \psi(k) + \chi(k) \). We had already found this to be the case in the limit of infinite spatial dimensions with \( \chi(k) \to \chi(i\omega_n) \) and \( \psi(k) \to \psi(i\omega_n) \) in Ref. \([23]\), and here we generalized it to finite dimensions. We also derived the Schwinger EOM for the object \( \chi \). We derived diagrammatic rules for the three point vertices \( \Lambda \) and \( \mathcal{U} \), defined as the functional derivatives of \( g^{-1} \) and \( \tilde{\mu} \) respectively, with respect to the source. We derived a generalized Nozières relation for these vertices, which differs from the standard one for the Feynman diagrams. We then introduced skeleton diagrams into our series, thereby allowing us to make the connection with the iterative expansion of the Schwinger equations of motion (as done in Refs. \([9, 10]\)), which deals exclusively with skeleton diagrams.

We then derived the third order skeleton expansion for \( g \) and \( \tilde{\mu} \). Previously, this had been done only up to second order. We then discussed the error in the high-frequency limit incurred in the skeleton expansion carried out to any order in \( \lambda \). We also discussed the “deviation” of the \( \lambda \) series from the Feynman series, thereby justifying on a qualitative level, the phenomenological ECFL \([9, 26]\), which has already been successful in explaining lines shapes found both from ARPES experiments \([17]\), and from DMFT calculations \([14]\). Finally, we discussed the connection between ECFL and the Zaitsev–Izyumov high-temperature series. We found that while both formalisms dealt with the projection of double occupancy by introducing two self-energies, they had fundamentally different approaches to dealing with the problem of the Fermi-surface. While the high-temperature series is an expansion around a completely degenerate manifold of states, ECFL makes an adiabatic connection with the Fermi-surface and preserves the Luttinger–Ward volume theorem.

Our main motivation in deriving these diagrammatic rules is that they will allow the \( \lambda \) expansion to be evaluated to high orders using powerful numerical techniques such as diagrammatic Monte Carlo, and also that the intuition gained from the diagrams themselves could facilitate infinite re-summations guided by some physical principles.
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